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Journal of
Heat Transfer Heat Transfer

Photogallery

The Tenth Heat Transfer Photogallery was sponsored by the K-22 Heat Transfer Visualization Committee for the 2005 International
Mechanical Engineering Congress and Exhibition �IMECE� held in Orlando, Florida, on November 5–11, 2005. The peer-reviewed
evaluation process for the presented entries identified the six entrees for publication in the ASME Journal of Heat Transfer August issue
of 2006.

The purpose of publishing these entries is to draw attention to the innovative features of optical diagnostic techniques and aesthetic
qualities of thermal processes. To focus on visualization images and schematics, the text is kept to a minimum and further details should
be found directly from the authors. My wish is that the readers enjoy viewing these collections, acquire knowledge of the state-of-the-art
features, and also promote their participation in the 2006 IMECE Photogallery session.1

The Call for Photogallery for 2006 IMECE is also announced in this issue of Journal of Heat Transfer.
The Photogallery entries are listed with brief descriptions of their technical presentation contents:

1. “Nanosecond Imaging of Bubble Nucleation on a Microheater,” by C. T. Avedisian, R. E. Cavicchi, and M. J. Tarlov of Cornell
University.

2. “Evaporation and Dryout of Nanofluid Droplets on a Microheater Array,” by C. H. Chon, S. W. Paik, J. B. Tipton, Jr., and K. D.
Kihm of the University of Tennessee.

3. “Mili-Scale Visualization of Bubble Growth-Translation and Droplet Impact Dynamics,” by R. M. Manglik, M. A. Jog, A.
Subramani, and K. Gatne of the University of Cincinnati.

4. “Film Cooling Measurements for Novel Hole Configurations,” by Y. Lu, H. Nasir, D. Faucheaux, and S. V. Ekkad of Louisiana
State University.

5. “Jet Impingement Heat Transfer Visualization Using a Steady State Liquid Crystal Method,” by E. Esposito and S. V. Ekkad of
Louisiana State University.

6. “The Passing Behaviors of Vapor through Cloth,” by A. Narumi, K. Uchida, and T. Konishi of Kanagawa Institute of Technology,
Autech Japan, and Oita National College of Technology, Japan, respectively.

Kenneth D. Kihm
Department of Mechanical, Aerospace

and Biomedical Engineering,
University of Tennessee,

Knoxville, TN 37996-2210

1http://www.asmeconferences.org/congress06
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R. M. Moreno

Y.-X. Tao
e-mail: taoy@fiu.edu

Department of Mechanical and Materials
Engineering,

Florida International University,
Miami, FL 33174

Thermal and Flow Performance of
a Microconvective Heat Sink With
Three-Dimensional Constructal
Channel Configuration
The design, performance, manufacturing, and experimental validation of two convective
heat sinks with scalable dimensions are presented. The heat sinks consist of an array of
elemental units arranged in parallel. Each elemental unit is designed as a network of
branching channels whose dimensions follow a group of geometric relations that have
been derived from physiological fluid transport systems and the constructal method. The
goal of these relations is to optimize both the point-to-point temperature difference within
the heat sink and the pressure drop across the device under imposed geometric con-
straints. The first branching network is a generic three-dimensional (3-D) structure that
was analyzed to push the limit of the heat sinks capability. The second is a heat sink that
was designed specifically with the tape-casting fabrication method in mind. The heat sink
has a branching network embedded within low temperature cofire ceramic (LTCC) and
the same network embedded within thick film silver, which has the ability of being cofired
with low temperature cofired ceramic substrates. The performance is evaluated using
both a channel-level lumped model and a CFD model. The performance for different heat
sink materials (low-temperature cofired ceramic and silver) is presented. The key results
are then compared with the experimental results of the two scaled models. The results
show good agreement within the experimental uncertainty. This validation confirms that
the thermal performance and pumping efficiency of the constructal heat sink is superior
compared to porous metal and conventional microchannel heat sinks under the same
operating conditions, and that the designs are only limited by manufacturing techniques.
�DOI: 10.1115/1.2211630�

1 Introduction

The power density of integrated circuits is increasing at a rapid
pace. To keep up with this, the size and surface area of air-cooled
heat sinks has also been increasing. The ability of these air-
cooling systems to provide the low thermal resistances necessary
to maintain electronics at safe operating temperatures has reached
its limit �1�. Liquid, having about twenty times the thermal con-
ductivity of air, has the capability of providing the high heat re-
moval rates while maintaining the compact volumes necessary for
cooling the next generation of microelectronic devices being de-
veloped �2,3�. Microchannel heat sinks, using liquid coolants,
were first documented by Tuckerman and Pease in 1981 �4�. Since
then they have been widely studied for being one of the promising
technologies capable of providing high heat removal rates from
compact volumes. However, these high heat removal rates require
small long channels with high flow rates. High-pressure drops and
limitations on available pumping power often restrict the imple-
mentation of microchannels in compact multichip modules and
3-D microelectronic packages �5�. This has created the need for
alternative designs that can provide the effectiveness of micro-
channels without the cost of large pumping power. In this paper
we present an alternative microconvective heat sink design that
could potentially be integrated with microelectronic components.
The target of this new approach seeks a design that �a� has high
surface area-to-volume ratio geometry, �b� can achieve high heat
removal rates �when compared with the traditional 2-D micro-

channel configuration�, and �c� has an optimized overall flow re-
sistance such that the ratio of total heat removed to the fluid
pumping power required is maximized.

The previous goals can be achieved through the application of
two methods. The first of these methods is the constructal method
proposed by Bejan in �6�. The method developed a set of geomet-
ric relations that are used to design channel networks that reduce
the overall thermal resistance by optimizing the shape of the heat
generating volume surrounding each individual elemental channel
or construct. Once the optimal shape of each elemental volume is
found, a network of these volumes can be “constructed” or as-
sembled together. When this is done, the channels form tree-like
branching networks that maintain the heat generating material be-
tween them at a uniform temperature. The second method was
developed by Murray in 1926 �7� and is known as Murray’s Law.
Murray theorized that the geometric patterns of physiological cir-
culatory systems could be derived by minimizing the amount of
energy required for the distribution of blood volume necessary to
maintain a given metabolic rate. When he minimized the total
work involved in the circulation of blood in a section of artery, he
found that there is a relationship between the radii of the parent
vessels and those of the daughter vessels. The law states that for a
system of tubes containing a Newtonian fluid in laminar flow, the
minimum volume for a given pressure drop occurs when the radii
of the tubes at a branch point satisfies the relationship:

r0
3 = r1

3 + r2
3 + r3

3 + ¯ + rn
3 �1�

where r0 is the radius of the incoming tube, and r1, r2, etc., are the
radii of the outgoing tubes. The law was verified �8� through the
measurement of a number of biological circulatory systems that
link large arteries and veins via smaller vessels and ultimately

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received April 27, 2004; final manuscript re-
ceived March 6, 2006. Review conducted by Y. Jularia.
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linked by capillary beds, a slight deviation within zoological sys-
tems from the law was also reported.

One of the challenges of applying the previous methods is that
the designs have to conform to limits imposed by fabrication tech-
nologies. In this paper, we first present a scalable microheat sink
design that is compatible with the EFAB micromanufacturing
method �9�. A scaled-up model was tested to demonstrate the per-
formance characteristics predicted analytically, and to illustrate
the ultrahigh performance potential of such a design. Two types of
heat transfer fluids are considered: one is a single phase fluid such
as water and the other is a fluid containing nanosize phase change
materials �NPCM�. The NPCM flow mixture can be used to fur-
ther enhance the heat transfer performance and reduce the flow
resistance of constructal channel networks.

A slight variation of the scalable design is then presented that is
compatible with a method developed at Florida International Uni-
versity using tape casting and co-fired technology. The method,
the techniques developed to design the heat sink, and a CFD
analysis of the proposed design are discussed. A scaled prototype
is then experimentally tested to verify the performance against the
prediction.

2 General Design Methodology
The design of the heat sink is described in two parts. The first is

of a unit element design, and the second is the heat sink assembly
that consists of an N number of elements. The unit element is
constructed with a four-level branching system similar to �2�, in
which the internal connections follow a capillary structure resem-
bling the connection between arteries and veins of cardiovascular
systems. Murray’s Law is followed at each branch level and the
dimensions of the unit element are scalable. This allows one to
obtain a desired flow channel volume fraction for a specified ther-
mal constraint by varying the inlet channel diameter. In this way
the heat sink design is very flexible and can easily accommodate
the designer’s specific needs.

The schematic of the fluid flow path through the four-level unit
element construction is illustrated in two dimensions in Fig. 1�a�,
and the exterior appearance of the unit heat sink without the mani-
fold is shown in Fig. 1�b�. The complete channel structure in solid
rendering is shown in Fig. 1�c�. A demonstration of the perfor-
mance analysis is presented in the following section for a heat
sink with an overall size of 10 by 10 by 1 mm and consisting of
100 unit elements, each having the dimensions: 1 by 1 by 1 mm
cube. The geometrical constraint of the cubic shape and the com-
plexity of the fabrication lead to some localized deviation of
branching from Murray’s Law. We also considered a number of
alternative designs with six to eight-levels of channel system con-

struction and found that the four-level configuration is more com-
patible with the available manufacturing technologies such as
EFAB.

The complete heat sink is shown in Fig. 2, which consists of
100 units and an overall size of 10 by 10 by 1 mm. Each element
will have an independent flow path connected to a manifold,
which has a traditional microchannel configuration.

2.1 Performance Analysis. To estimate the performance of
the benchmark heat sink shown in Fig. 2, we formulate the fol-
lowing analysis.

Assumptions. The analysis is focused on the heat sink itself,
excluding the manifold. The flow in the heat sink is incompress-
ible and laminar. A steady state is imposed, and the fluid is New-
tonian. When the encapsulated nanophase change particles
�NPCM� are considered in the flow, it is assumed that the capsule
material is neglected such that it does not participate in the mass
and heat transfer balance, and the two-phase medium is homoge-
neous; therefore a constant liquid volume fraction is imposed. We
also assume that phase change occurs locally in a thermodynamic
equilibrium fashion such that the temperature difference within
the particles is neglected. The entire network flow system is di-
vided into an N number of segments with each segment corre-
sponding to a constant length and diameter.

Fig. 1 A 3-D microconstructal flow system: „a… Schematic of four-level construction of one
path in a unit connected to the manifold: „b… the outer view of the unit with one inlet port and
four outlet ports; and „c… inner channel network „solid rendering where the dark ones are
similar to the artery and the light ones are to the vein…

Fig. 2 Illustrating how multiple unit elements are connected in
parallel by a manifold to cover the area requiring thermal man-
agement. The top layer of the manifold has been omitted so
that the manifold channels, inlet, and exit holes are visible.
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Computational Method. The modified Bernoulli equation yields
the following:

pi − pi+1

�g
= HL,i �2�

where i represents the ith segment of the piping and hL,i is the
head loss found using the well-known Darcy friction factor for the
major loss and loss factor for minor loss.

The energy equation yields the following:

qi = ṁicp�Ti+1 − Ti� �3�
For the constant temperature wall boundary condition without

NPCM, we have

Ti+1 − Tw

Ti − Tw
= exp�−

hPL

ṁicp
�

i

�4�

For the constant heat flux boundary condition, the following
equations is used to find Ti+1 and Tw, respectively,

Ti+1 =
q�PL

ṁicpi

+ Ti, Tw,i+1 =
q�

h
+ Ti+1 �5�

If NPCM is included, the following iterative computation is
conducted �see also Fig. 3�:

�a� Assume phase change occurs and calculate the melting
mass fraction of solid in the capsule:

�m,i+1 =
hPL�Tw − T̄i�

�1 − �m,i��1 − �l�ṁihls

�6�

�where T̄i is the average fluid temperature of the
segment= ��Ti+1+Ti� /2�� and assign Ti+1=Ti. We also
have

�m,i = �m,k + �m,k+1�1 − �m,k� �7�

where the subscript k denotes the index of the upstream
segment whose outlet connects to the inlet of the present
segment i.

�b� If �m,i+1�1 �the � sign has no physical meaning�, it
indicates that the latent heat carried by NPCM is not
sufficient to balance the heat transferred from the wall in
the segment i; therefore, the outlet temperature Ti+1 is
adjusted according to Eq. �7�,

Ti+1 =
qi�PL − �1 − �m,i−1��1 − �l�ṁihls

�lṁcp

+ Ti �8�

�c� If �m,i�1, there is no phase change taking place in the
ith segment; Eq. �5� will be used.

�d� Since qi� depends on Ti+1 for the constant temperature
boundary condition, the iterative computation is carried
until the converged results are obtained.

�e� The total heat transfer rate for the heat sink �the constant
wall temperature condition� is calculated by summarizing
the individual segment as follows:

q = � ��lṁicp�Ti+1 − Ti� + �1 − �m,i−1��1 − �l��m,iṁihls�

�9�

The deviation between the total heat transfer calculated from
Eq. �8�, i.e., the segmented local energy balance, and the result
obtained from the global energy balance is within 2.5%.

Due to the lack of experimental data for the heat transfer coef-
ficient of NPCM suspension flow in a microchannel, we conduct a
numerical study �10� for NPCM suspension flow in a L /D=100
microchannel for a range of Reynolds numbers and slurry concen-
trations comparable to those in this study. The conclusion is that if
within the flow channel the two-phase flow is undergoing a melt-
ing process, the resulting heat transfer coefficient is higher than
that of single-phase flow under the same thermal and flow bound-
ary conditions. The heat transfer coefficient would be lower than
that of single phase if the slurry flow does not experience a phase
change. To simplify the previous analysis, we assume in this paper
that the heat transfer coefficient of the slurry flow has the same
functional dependency on Reynolds and Prandtl numbers as the
single-phase flow.

2.2 Results. The computational results indicate that the heat
sink has an overall thermal resistance about 0.02°C/ �W/cm2�,
which is defined as the maximum temperature difference across
the heat sink divided by the total heat transfer rate by fluid and
multiplied by the flat surface area of the sink �see Fig. 2�. Under
the constraint of Ts,max=120°C, the heat sink can transfer about
4000 W/cm2 using pure water, or 6800 W/cm2 if the fluid con-
tains 50% nanophase change ice particles �Fig. 4�. For this case,
the Reynolds number based on the maximum tube diameter
�=122 �m for both inlet and outlet diameters� is 1500, which
results in a pressure drop of about 250 kPa and pumping power of
about 0.051 W.

Micronetworking Piping versus Parallel Microchannels. As-
suming flow is laminar and incompressible, we apply the classic
energy balance principles to find out both temperature distribution
and pressure drop in the network piping systems. The entrance
flow model is used for estimate the local heat transfer coefficient
for the first segment of the flow path. A fully developed flow
model is used for the remaining segments of the flow path. This is
a very conservative way of estimating the overall cooling perfor-
mance of the heat sink. A separate numerical analysis �10� reveals
that all the piping segments are under the developing thermal
condition, which would lead to at least another 80–90% increase
in the total cooling capacity. Even though we temporarily neglect
the thermal resistance of the heat sink material, which may result
in a 50–60% reduction in cooling capacity, we should be able to

Fig. 3 Control volume for a piping segment where Ti repre-
sents the inlet temperature for the segment i

Fig. 4 A comparison of cooling capacity between a micro con-
structal heat sink and a 2-D microchannel: the benchmark con-
dition: Tw=120°C; Tc,in=6°C, heat sink size=10Ã10Ã1 mm.
Note: m.c.—2-D microchannel; c.c.—constructal channels.
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obtain a reasonable confidence level from the analysis. Both con-
stant wall temperature and constant wall heat flux boundary con-
ditions are applied during the analysis. For comparison, we also
analyze a microchannel heat sink of the same overall size with the
number of channels as the variable. The analysis is conducted for
both water, water with micro encapsulated phase change material
�octadecane�, and water with encapsulated ice particles. Another
conservative approach we adopted for the analysis with phase
change particles assumes the same Nusselt number as the single
phase �Nu=3.66�Tw=const� or 4.63�q�=const��. Although it lacks
the specific correlations for the conditions we are studying, it has
been shown that flow with suspended PCM tends to increase the
local Nusselt number under laminar flow conditions �two to four
times higher� �11,12�.

The typical results are shown in Figs. 4 and 5. For the same
Reynolds number, Re, we can compare the proposed heat sink
with the microchannel heat sink in two ways: first, by specifying
that both heat sinks must maintain the same pressure drop and,
second, by specifying that both maintain the same pumping power
�the pressure drop times the flow rate�. Under the constant wall
temperature boundary condition and a Re=1500, the proposed
heat sink transfers about 6000 W/cm2 with much less flow rate
�water/ice mixture� compared to the possible 2600 W/cm2 from
the microchannel heat sink at the same pressure drop of 250 kPa
�the number of channels N=52, and requiring 15 W pumping
power�. If we impose the constraint for the same pumping power
�0.025 W with a flow rate of Q=899 ml/min, and Re=1500�, the
microchannel can only deliver 186 W/cm2 �the number of chan-
nels must be N=9 to meet the constraint�. The reason for such a
big difference stems from the difference in geometry. Table 1

summarizes the main geometric differences between the proposed
piping system and microchannels. They are the specific surface
area, maximum diameter �or hydraulic diameter�, thermal resis-
tance, and void fraction. It should be noted that the proposed heat
sink only has 20% in its void fraction. This means that with the
proper selection of materials the new heat sink could be integrated
with multiple microelectronic elements and circuit configurations.

Single Phase versus PCM Slurry. Figures 4 and 5 also demon-
strate the benefits of using nanoscale phase change materials
�NPCM�. It will reduce the maximum temperature significantly.
Using encapsulated NPCM ensures the controllability and reliabil-
ity of the phase change process unlike the boiling process. Al-
though liquid and particle mixture �slurry� will increase the effec-
tive viscosity, it has a minor effect on the total pressure drop as
long as the diameter to particle ratio is maintained at a reasonably
large value. This is because slurry flow tends to create a particle-
free boundary layer near the wall �10�.

2.3 Experimental Validation. A scaled-up prototype for one
unit element is tested. The overall size of the unit, made of alu-
minum, is 75 by 75 by 75 mm. The channels are machined in ten
aluminum plates and assembled together to form a complete unit
element. Figure 6 shows the photos of the typical layered patterns
that are combined to form the scaled-up model assembly. T-type
thermocouples with an accuracy of 0.5°C are mounted at the inlet
and exit locations of the internal flow. The pressure difference
between the flow inlet and exit is measured using a U-tube ma-
nometer that has an uncertainty of 10%. The prototype is im-
mersed in a thermal bath and is tested under two controlled am-
bient temperature conditions simulating a constant temperature
boundary condition. Results for the overall heat transfer rate and
pressure drop are presented in Fig. 7 as a function of the Reynolds
number. As expected the analytical prediction results under pre-
dict the heat transfer rate �Fig. 7�a��, which demonstrates that the
proposed design indeed delivers a very promising, high cooling
capability. The pressure drop data comparison reveals that reason-
able agreement exists for the low and high Reynolds number
range �Fig. 7�b��. The predicted value is significantly lower than
the measured value for the Reynolds numbers between 800 and
1400. This may be partly due to the influence of developing flow
experienced within the heat sink.

3 Design Based on Tape-Casting and Cofiring Fabri-
cation Method

To further validate the performance of the proposed heat sink,
another design is created that is similar to that presented in Sec. 2,
except that the material and the minimum feature sizes of the
tape-casting and cofiring fabrication method are used as con-
straints in the design process. The design of the unit element is
broken down into three main steps. The initial step uses the con-
structal method to optimize the geometry of the smallest feature;
i.e., the elemental volume �6�. For this design the elemental vol-
ume has a fixed width and length, �W0 and L0� that has been fixed
by constraints in the manufacturing technique to be 254 and
398 �m, respectively �Fig. 8�. The last dimension �H0� is left as a
degree of freedom and is used to determine the optimal amount of
material that can be placed around the channel so that all the heat
conducted by the material is swept away by the fluid stream. The
optimization performed by �6� on the elemental area A0=H0
�L0 found that the optimal external shape of the elemental vol-
ume is directly proportional to the dimensionless flow rate:

�H0

L0
�

opt

= � 4

M
�2/3

�10�

where

Fig. 5 Outlet surface temperature and maximum tube surface
temperature as a function of heat flux: Constant heat flux
boundary condition: Tc,in=6°C, and constructal heat sink size
=10Ã10Ã1 mm

Table 1 Geometric comparison of micro construal heat sink
and microchannel „m.c.… heat sink

Geometric comparisona

m.c.b�N=9�
m.c.c

�N=52� This study

Dmax, mm 1.0000 0.1658 0.1220
As /Vf, 1 /mm 2.0111 12.0851 49.0616
Ro, cm2 K/W 1.5200 0.1060 0.0208
� 0.7426 0.3878 0.2012

aAll have the same heat sink size of 10�10�1 mm.
bWith approximately the same pumping power as this study.
cWith approximately the same pressure drop as this study.
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M =
ṁ0� · Cp · A0

1/2

k
�11�

and the mass flow rate per unit area of the elemental volume is
determined by

ṁ0� =
ṁ0

W0 · H0
�12�

These equations can be used to determine the optimal shape of the
elemental volume with the restrictions that M �4 and �H0 /L0�opt

�1 �6�. Also, the flow of coolant through the elemental volume is
assumed to be laminar and fully developed. A schematic of the
elemental volume is shown in Fig. 8.

The dimension of the fluid channel that penetrates the elemental
volume is chosen by Murray’s Law. Each of these elemental fluid
channels is fed by a channel perpendicular to the elemental fluid
channel, named the first construct �6�. In the second step, the
length of this first construct is determined by the number of el-
emental volumes that are used. To keep the overall shape of the
final unit element compact only three elemental volumes are used
in this design. This makes the length of the first construct equal to
L1=3H0 opt. The elemental volumes and their corresponding first
constructs are arranged in such a way that a rectangular layer is
created, as shown in Fig. 9�a�. The final step in the design of the
unit element is to determine the dimensions of the inlet, exit, first
construct and elemental volume channels. This can be done by
either fixing the minimum channel size that can be created or by
fixing the diameter of the vertical inlet hole. For the design con-
sidered in this paper, the vertical inlet hole is constrained by the
minimum diameter vertical channel that could be created by the
manufacturing technique. In our case this is 152 �m. Murray’s
Law �7� in the form of equation �1� is used to determine the
dimensions of the remaining channels. This law is used to ensure
that the pumping power required by each unit element is mini-
mized.

Following the method discussed in Sec. 2, a number of unit
elements sufficient to cover the area of heat removal are con-
nected in parallel by a manifold, as shown in Fig. 2. When the
flow rate, or Reynolds number for the fluid is chosen and the low
thermal conductivity material that the channel structure is remov-
ing heat from is known, the design should ensure that increasing
the flow rate above the specified amount does not significantly
increase the heat sink performance.

Fig. 6 Scaled-up unit-model prototype: „a…–„c… channel features of three
inner layers

Fig. 7 Measurement results for the scaled-up unit prototype
under two controlled ambient temperatures „Fluid: water,
single phase…: „a… Heat transfer rate compared with the predic-
tion. „b… Pressure drop comparison.
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3.1 Manufacturing Method. The development of microscale
3-D structures is a critical step in the realization of the proposed
heat sink. The complex channel network and three-dimensional
nature of the design creates some significant manufacturing chal-
lenges. A technique being developed at Florida International Uni-
versity uses machined Kapton® inserts embedded into thick film
tapes that when cofired form enclosed channels within the final
substrate. This method works for both a thick film low tempera-
ture cofired ceramic �LTCC�, which is used as a substrate material
for microelectronic packages, or thick film silver tapes, which can
be used as a standalone substrate or cofired with LTCC as a heat

spreader. Embedding channels within these materials allows for
the capability of heat sinks that are integrated within the sub-
strates. This eliminates, or reduces, contact resistances and pro-
vides the capability of relocating coolant hook up points away
from areas that contain critical electronic components.

Thick film tape casting has been an established technique used
for the fabrication of ceramic substrates for multilayer ceramic
packages. The tape casting process begins with a slurry that is
created by mixing together fine particles, a solvent, a dispersant,
binders, and a plasticizer. This slurry is then cast into thin sheets
with typical thicknesses in the range of 25 to 500 �m. The tape is
then dried, cut to shape, stacked, and fired to the sintering tem-
perature of the particles to form a solid structure. Thick film silver
tape was originally developed to be cofired with ceramic tape for
the purpose of decreasing the overall thermal resistance of the
substrate and aiding in the spread of heat generated from embed-
ded electronics. The silver was placed in thermal contact with the
heat generating region through the use of thermal vias �13�.

The fabrication technique used to fabricate the channel net-
works consists of embedding machined Kapton® inserts in be-
tween layers of the LTCC or silver tape prior to firing. During the
firing process, the Kapton® breaks down and leaves a gap in the
finished substrate. The shape of the gap is controlled by the shape
of the Kapton® and forms complex microscale channel structures
embedded in the solid substrate. An illustration of this is demon-
strated in Fig. 10.

3.2 CFD Analysis for Single Phase Flow and Heat
Transfer. To analyze the thermal and pressure drop performance
of the heat sink, a three-dimensional CFD numerical model was
used. For this analysis, the heat transfer fluid is liquid water. The
analysis of the heat sink was broken into two parts. In the first part
the design method described in Sec. 3, was implemented to create
a unit element design that is optimized for use within a LTCC
substrate and having a coolant inlet Reynolds number of 500. This

Fig. 8 Schematic of the elemental volume with the critical di-
mensions „H0=202 �m and the hydraulic diameter=152 �m….
The channel of fluid is shown as the outline through the center
of the elemental volume.

Fig. 9 „a… One layer of the heat sink channel structure that contains a total of 12 elemental
volumes connected together by two first constructs, and „b… the solid unit element of the heat
sink with the channel structure shown in „a… and the manifold on top. The top layer of the
manifold has been omitted so that the manifold channels, inlet, and exit holes are visible.

Fig. 10 Schematic of the process of firing tape with kapton inserts to form
embedded channels: „a… the layered structure during the stacking and lamina-
tion of the tape/kapton substrate; „b… the vaporization of the insert material
during the firing and sintering stage; and „c… the finished substrate with an
embedded channel structure
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one layer unit element was analyzed in the CFD model. The ele-
ment has an inlet channel hydraulic diameter of 152 �m that
branches off to feed two first constructs that in turn distribute
coolant to the elemental volumes. Using Eqs. �10�–�12� for a cool-
ant inlet Reynolds number of 500 and thermal conductivity of
LTCC �3 W/m K�, the value for H0 is approximately 202 �m.
This translates to a unit element with a length of 1.4 mm a width
of 1 mm and a thickness of 398 �m, shown in Fig. 9. In the
second part, the channel network dimensions were maintained but
the material properties were changed to that of silver.

The 3-D composite solid fluid model was created and a tetra-
hedral grid was generated using GAMBIT 2.0. The model was
analyzed using the Fluent 6.0 CFD software. Multiple grid models
were analyzed, each with different mesh interval sizes. For this
particular model, a grid independent solution was obtained with
an average volume mesh interval size of 0.15. This value gener-
ated a model with 551320 substrate elements, and 135516 coolant
elements. Water was assumed to be the coolant and the properties
of the solid block were those of LTCC for the first case and later
those of silver. These properties are presented in Table 2.

The two independent cases of the design for LTCC and silver
were performed using the above model. The first case focused on
the LTCC model and the results were analyzed to study two main
areas. The first area focused on determining if the 2-D design
optimization procedure was successful in predicting that the point
where both pressure drop and thermal resistance are at a minimum
within the heat sink would occur when the coolant inlet Reynolds
number has a value of 500. The second analysis focused on de-
termining the overall performance of the LTCC heat sink. LTCC is
a highly insulating material with an extremely low thermal con-
ductivity, as can be seen in Table 2. Current electronic packaging
with LTCC substrates make use of thermal vias, columns of high
conductivity material, to spread the heat created by the electronics
embedded within the LTCC to areas where the heat can be re-
moved by a heat sink or other means. Embedding the microheat
sink within the LTCC substrate would allow the heat sink to be in
close proximity to the embedded electronic components and cre-
ate a more efficient compact heat spreading/removal technique.

The second part of the analysis focused on the performance
enhancement due to the use of thick film silver tapes in place of
LTCC as the heat sink material. For this case the properties of the
substrate were changed from those of LTCC to those of silver.

3.3 Results for Tape Casting and Cofiring Constructal
Heat Sinks. The Fluent 6.0 coupled solver was used in each case.
The program solves the governing equations of continuity, mo-
mentum, and energy simultaneously and uses an implicit scheme
to linearize the nonlinear governing equations and produce a sys-
tem of equations for the dependent variables in every computa-
tional cell. The resultant linear system is then solved to yield an
updated flow-field solution. The results are considered to be con-
verged once the scaled residual values given by the Fluent soft-
ware for velocity are less than 10−3% and when the energy re-
sidual is less than 0.1%.

The inlet fluid temperature was assumed to be 11°C and a
constant heat flux of 100 W/cm2 was imposed on the bottom
surface to simulate the heat input from the chip. The velocity of

the coolant at the inlet was varied to create a variation in the
Reynolds number. For all of the analysis, the thermal resistance of
the heat sink was determined by Eq. �13�.

R =
Tsurf − Tin

q�
�13�

For the analysis of the LTCC heat sink the inlet temperature of
the fluid was maintained at 11°C and the coolant inlet velocity
was varied to produce inlet Reynolds numbers ranging from 25 to
1000. To determine the point where the minimum pressure drop
and the minimum thermal resistance of the heat sink would occur
the values obtained for pressure drop and thermal resistance ob-
tained by the CFD model were normalized to produce values be-
tween 0 and 1:

Valuenorm =
Value − Valuemin

Valuemax − Valuemin
�14�

The results of this analysis can be seen in Fig. 11. The results
show that a minimum occurs where the gain in thermal resistance
at the cost of increased pumping power is optimum. Although the
calculated optimum operating coolant inlet Reynolds number
value by the CFD analysis is less than 500 �in the range of 300–
400�, the results show that the optimization method for the heat
sink elemental volume by the constructal theory �Eqs. �10�–�13��
was successful in designing the heat sink to operate optimally at a
specified Reynolds number. The difference between the construc-
tal theory result and CFD result is believed to be the result of only
considering a 2-D elemental volume in the design �i.e., the cross
section of the channel� and not taking into account the three-
dimensional nature of the heat transfer problem simulated by the
CFD analysis. In general, the design method presented in this
paper could be easily extended to any Reynolds number and ma-
terial constraint to generate different elemental volume
geometries.

Another goal of the optimization was to determine whether or
not the heat sink would maintain a uniform temperature when
exposed to the constant surface of heat input. The ability to main-
tain a uniform surface temperature over the entire unit element
surface of the heat sink ensures that when the larger area is cov-
ered by multiple unit elements a uniform temperature throughout
the chip surface can be maintained. Figure 12 shows that the
temperature is reasonably uniform for a heat flux of 100 W/cm2

at the specified cross section. From the results shown in Fig. 13, it
can be seen that for Re�200, the temperature variation on the
bottom surface is approximately ±20 K. Furthermore, Figs. 12
and 13 also show that increasing the Reynolds number above the
optimized value of Re=500 has little to no effect on the surface
temperature. This is a further proof that the designed Reynolds

Table 2 Properties assigned to substrate and coolant
elements

Substrate

Thermal
conductivity

W/�m K�
Cp

J/�kg K�
�

kg/m3

LTCC 3 989 3100
Silver 429 235 10,500

Coolant
Water 0.6 4182 998

Fig. 11 Thermal resistance „R… and pressure drop values „im-
plied in the pumping power PP… normalized by Eq. „14… for the
LTCC heat sink. The minimum pressure drop and thermal resis-
tance occurs between Re=300–400.
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number of 500 is optimal and any attempt to decrease temperature
by increasing pumping power �or flow rate� is not justified for this
channel network configuration.

Given a heat flux of 100 W/cm2 and a coolant inlet tempera-
ture of 11°C, the heat sink is able to maintain an average surface
temperature of 74°C. This corresponds to the minimum thermal
resistance of one unit element of the LTCC heat sink being
0.63°C cm2/W. This thermal resistance was achieved at a flow
rate of 0.0072 L/min and a pressure drop of only 28.4 kPa. The
coolant to average surface temperature difference for this heat
sink was only 63°C, using a material with a thermal conductivity
of 3 W/m K. This means that under the same heat flux conditions
if the inlet fluid temperature was raised to ambient temperature,
approximately 25°C, the average surface temperature of the em-
bedded electronic component could be maintained at 88°C while
maintaining a pressure drop of 28.4 kPa. The heat sink design
would allow the electronic component to be completely embedded
within the substrate and still maintain a safe operating tempera-
ture. At the designed coolant inlet Reynolds number of 500, the
heat sink still has a thermal resistance of 0.67°C cm2/W with a
pressure drop of only 8.38 kPa and a flow rate of 0.0036 L/min.
The variation of thermal resistance with the flow rate is shown in

Fig. 14. The figure also shows the system curve for the proposed
network. Pumping curves can be superimposed on this figure to
determine the thermal resistance that one element can obtain at the
operating point of the system.

The ability of thick film silver tape to be cofired with LTCC
makes the tape a higher performance alternative for the heat sink
material. To study this performance increase the substrate proper-
ties of the CFD model were changed to those of silver and cases
were run similar to those for LTCC substrate cases. The perfor-
mance enhancement can be seen from Fig. 15. For the same heat
flux of 100 W/cm2 and the same coolant inlet temperature of
11°C, the silver tape heat sink can reduce the surface temperature
to only 19.4°C with the same pressure drop and flow rate require-
ments as the LTCC heat sink operating at a Re=500. Therefore,
using silver tape instead of LTCC as the heat sink material under
the same operating conditions we can reduce the overall thermal
resistance of the heat sink to only 0.084°C cm2/W.

It should be pointed out that the prior discussion is based on the
assumption of constant thermophysical properties of the fluid. It is
assumed that no significant variation of the coolant properties is
experienced within the stated temperature ranges.

The performance of the heat sink using silver tape is further

Fig. 12 Temperature contours at the cross section in „a… of one unit element of the LTCC heat
sink in degrees Kelvin at „b… Re=25, „c… Re=200 „d… Re=500, „e… Re=700, and „f… Re=1000
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evaluated by comparing the results with the performance of both
porous metal heat sinks �14� and microchannel heat sinks �15� in
Table 3. This comparison is based on the fact that both types of
sinks have been reported to have high heat removal rates. Both the
porous metal and silver tape heat sinks had an internal surface
area of approximately 220 cm2 and were exposed to a surface heat

flux of 100 W/cm2. For the silver tape heat sink this would cor-
respond to approximately 154 elements connected in parallel simi-
lar to Fig. 2. It can be seen that the proposed heat sink has the
lowest overall thermal resistance �more than 10% less than that of
porous metal heat sink and conventional microchannel heat sink�
and requires much less fluid pumping power ��flow rate � pres-

Fig. 13 Temperature contours at the bottom surface of one unit element of the LTCC heat sink in degrees Kelvin at „a… Re
=25, „b… Re=200 „c… Re=500, „d… Re=700, and „e… Re=1000
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sure drop with one to two orders of magnitude less�. The high heat
removal to pumping power ratio shows the value of the proposed
heat sink in compact high heat-flux cooling applications.

3.4 Experiments for a Silver Heat Sink. To test the perfor-
mance of the heat sink, an experimental prototype was created.
The fluid was feed to the heat sink inlet by an acrylic manifold
that also served to direct the flow from the exit ports away from
the test section. For pressure measurement, a pressure transducer
was used at the inlet to the device. An electric heater was used as
the heat source and was placed in direct contact with a copper
slab, which acted as a heat spreader. A heat flux meter was placed
between the spreader and the bottom surface of the heat sink to
take measurements of the heat entering the test section. T-type
thermocouples with an uncertainty of 0.5°C were used to record
the inlet and exit temperatures of the coolant. A thermocouple was
also used to record the bottom surface temperature of the heat

sink. This thermocouple was placed between the heat flux meter
and the bottom surface embedded in a layer of Omegatherm OT-
201 thermal paste from Omega Engineering Inc. to try and reduce
the contact resistance. Figure 16 shows a microscopic photo of the
test piece channel structure, a one-layer silver heat sink.

The heat flux measurements obtained during the experiments
were used as the uniform heat flux for the calculations. The aver-
age heat flux imposed on the bottom surface during the experi-
ments was 0.8227 W/cm2 or 8.227 W/m2. For the calculation the
effect of conduction through the 625 �m layer of silver tape was
determined by using the calculated wall temperature and assuming
that the thermal conductivity of the silver tape was equal to that of
silver �ks=429 W/ �m K�� �16�. These results are compared to the
experimental results graphically in Figs. 17 and 18. The figures
show both the pressure drop and thermal resistance as a function
of the flow rate. The results for thermal resistance were obtained
by using Eq.�13�.

It can be seen from Fig. 17 that the experimental values ob-
tained for the pressure drop across the heat sink agree well with
calculation. However, the experimental results for the thermal re-
sistance are in poor agreement with the calculated results. This
large difference in thermal resistance is due to the high surface
temperatures measured during the experiments. The large differ-
ence between the measured surface temperatures and those calcu-
lated is believed to be caused by the difference between the as-
sumed thermal conductivity of the silver tape and its actual value.
This heat sink is, to the knowledge of the authors, the first device
that has been created by the combination of these two materials
and testing to determine the thermal properties of the device still
needs to be done.

Fig. 14 The thermal resistance and pressure drop as a func-
tion of flow rate for the LTCC heat sink

Fig. 15 Variation of the average bottom surface temperature
with the heat flux into the surface of the silver tape heat sink:
Re=500

Table 3 Performance characteristics of different heat sinks

Performance: For a Heat
flux of 100 W/cm2

Pressure
drop �kPa�

Volume flow
rate �L/min�

Thermal
resistance

�°C cm2/W�

Surface area to
volume ratio

�m2/m3�

Silver tape heat sink 8.379 0.554 0.084 6219.140
Porous metal heat sink 115.000 2.000 0.094 12,000.000
Microchannel heat sink 1029.000 4.956 0.100 34.560

Fig. 16 Microscope picture showing the channel structure of
one unit element stacked on a layer of silver magnified 100X
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During the manufacturing process, Kapton® is used as the
sacrificial material, which is an amorphous polymer under-
going a second order transition at temperatures ranging from
360°C to 410°C. This transition is assumed to be the glass tran-
sition temperature by DuPont Inc. �17�. Because firing tempera-
tures for the silver tape substrate reach over 700°C it was as-
sumed that that complete breakdown of the Kapton® occurs
during the firing process. This may not be the case. What may
actually occur is that at these high temperatures the Kapton® may
be absorbed into the walls of the silver forming an insulating
coating decreasing the effective thermal conductivity of the result-
ing substrate. If we assume that the resulting substrate contains a
series combination of Kapton® and silver, the effective thermal
conductivity of this type of substrate can be estimated by finding
the porosity of the resulting substrate. We find this using the vol-
ume of Kapton® in the channel and the volume of silver below
the channel assuming the majority of the Kapton® is absorbed
into the bottom of the channel and using the following equations

	 =
Vk

VS + Vk
�15�

1

kef f
=

	

kk
+

�1 − 	�
ks

�16�

we can determine a theoretical value for the effective thermal
conductivity of the substrate �16�. Finding that the thermal con-
ductivity of Kapton® is 0.12 W/ �m K� �17�, and 	=0.1689, then
the effective thermal conductivity assuming a series arrangement
is kef f =0.7096 W/ �m K�. If we then use this in our calculation as
the conductivity of the substrate and recalculate the thermal resis-

tance, we see from Fig. 18 that the calculated value is a much
better representation of the experimental results. Further more if
we take into account that there is a layer of Omegatherm OT-201
thermal paste ktp=2.3 W/ �m K� �18� between the thermocouple
measurement and the surface of the heat sink we obtain an almost
exact representation for the higher flow rate experiments.

4 Conclusions
In this paper we presented the design, performance analysis,

manufacturing, and experimental validation of two active micro-
convective heat sinks having geometry that provides high surface
area to volume ratios while requiring minimal pumping power.
These geometries are produced using the constructal method to
minimize the point-to-point temperature difference within the heat
sink and Murray’s Law to minimize pressure drop across the de-
vice. The results of the performance analysis on the benchmark
heat sink indicates an overall thermal resistance of
0.02°C/ �W/cm2�. Under the constraint of Ts,max=120°C, the
heat sink can transfer about 4000 W/cm2 using pure water, or
6800 W/cm2 if the fluid contains 50% nanophase change ice par-
ticles. For this case, the Reynolds number based on the maximum
tube diameter �=122 �m for both inlet and outlet diameters� is
1500, which results in a pressure drop of about 250 kPa and
pumping power of about 0.051 W.

The results of the tape-cast heat sink showed that the minimum
thermal resistance of one unit element of the LTCC heat sink
being 0.63°C cm2/W and was achieved at a flow rate of
0.0072 L/min and a pressure drop of only 28.4 kPa at an inlet Re
of 1000. The results also show that at the designed value of Re
=500 the LTCC heat sink has a thermal resistance of
0.67°C cm2/W with a pressure drop of only 8.38 kPa and a flow
rate of 0.0036 L/min. This performance can further be increased
by the use of thick film silver tape to produce an overall thermal
resistance of 0.084°C cm2/W.

Although the experimental validation of the performance analy-
sis is limited to two slightly different scaled models, the results
show that the superior high performance of the 3-D constructal
heat sinks is valid within the constraints of the experiments: One
model confirms the high thermal performance and the other con-
firms the low pumping power. Their potentials to achieve an even
higher thermal performance �low thermal resistance� and efficient
operation �low pumping power� are only limited by the manufac-
turability. Overall, the analysis in this paper proves that the 3-D
constructal heat sinks have a superior performance over both po-
rous metal and conventional microchannel heat sinks, and projects
a promising potential for the full realization and development of a
complete, advanced microcooling device.
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Nomenclature
A0 � elemental area �m2�
cp � specific heat at constant pressure �J/�kg K��
D � tube hydraulic diameter ��m�

H0 � elemental volume height ��m�
h � heat transfer coefficient W/m2 K

HL � head loss, m
hls � heat of fusion, J/kg
K � number of unit elements
k � thermal conductivity �W/�m K��

Fig. 17 Thermal resistance and pressure drop as a function of
flow rate for the silver heat sink

Fig. 18 Thermal resistance curves using the effective thermal
conductivity assumption with series arrangement of Kapton®
and silver
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Lo � elemental volume length ��m�
ṁ � mass flow rate �kg/s�

ṁ� � mass flow rate per unit length �kg/s m�
ṁ� � mass flow rate per unit area �kg/sm2�
M � dimensionless mass flow rate, defined in Eq.

�11�
P � perimeter, m
p � pressure �Pa�

q� � heat flux �W/cm2�
q � heat transferred �W�
R � thermal resistance �°C cm2/W�

Re � Reynolds number, �VD /�
r � radius �m�
T � temperature �K�
V � velocity �m/s�

W0 � elemental volume width ��m�

Greek Symbols
� � viscosity �Pa s�
� � density �kg/m3�

�m � mass fraction of melting
�l � mass fraction of liquid

Subscripts
0 � parent branch

1, 2, 3 � daughter branch number
i � ith segment of the piping system

in � inlet
k � upstream pipe segment
l � liquid

m � melting
min � minimum
max � maximum

n � number of branches �
�
norm � normalized

opt � optimum
s � solid

surf � surface
w � wall

Other
– � �overbar� average
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High Pressure Spray Cooling of a
Moving Surface
A novel technique is described for investigating spray cooling of moving hot surfaces. An
experimental investigation is described for vertically downwards water sprays impinging
on a horizontal steel annulus of 250 mm diameter with a surface temperature up to
600 °C, and rotating at up to 120 rpm, giving a tangential velocity of 1.35 ms−1. The
central homogeneous zones of sprays from full-cone atomizers are used at pressures up to
2.07 MPa and the ranges of impacting spray parameters are 0.98 to 12.5 kg m−2 s−1 for
mass flux, 49–230 �m for volume median drop diameter, and 9.8–32.3 ms−1 for imping-
ing velocity (Yule, A. J., Sharief, R. A., and Nasr, G. G., 2000, “The Performance Char-
acteristics of Solid Cone Spray Pressure Swirl Atomizers,” Ann. Tokyo Astron. Obs.,
10(6), pp. 627–646). Time histories of the steel temperature, at positions within the
annulus, are presented and analyzed to deduce the transient cooling as the instrumented
section of the annulus was swept repeatedly under the spray. Discussion is provided on
the physical processes occurring on the basis of the observations. Correlation equations
derived to find relationships of surface heat flux with the spray and surface parameters
provide further insight into these processes. The results confirm results for static surfaces,
that droplet size is a relatively weak parameter, while droplet momentum flux and surface
velocity are important. As the surface velocity is increased, peak heat transfer rate at the
surface reduces, and its position moves downstream with respect to the spray
centerline. �DOI: 10.1115/1.2217747�

Keywords: heat transfer, cooling, film cooling, high temperature, droplet, sprays and
atomization

1 Introduction
Sprays are used to cool hot objects in many industrial processes

because of their convenience of use and high heat dissipating
ability. For example, one of the major secondary processes carried
out in the metallurgical industries is that of cooling for products
and other objects moving through stationary sprays. The heat
transfer rates achievable, and the hydrodynamic and thermody-
namic behavior of spray-surface interaction in these conditions,
are poorly documented and understood. Steel manufacturing pro-
cesses, for example, continuous casting, descaling, and hot roll-
ing, require knowledge of transient heat flux to impacting water
sprays. Under most conditions droplets or water films at the sur-
face are isolated by the vapor layers that occur above the Leiden-
frost temperature, and the process is then particularly complex,
chaotic, and lacking in experimental data. Such data are important
in order to control overall production costs and, at the same time,
maintain the final product quality �2�

Common water-cooling methods in the steel industry include:
�a� relatively dilute sprays, used in the downstream, continues
casting processes, �b� higher pressure, denser sprays to cool mill
rollers, �c� laminar water “curtains” or coarse sprays, positioned
between rolling stands to cool metal sheets in the hot strip mill:
so-called inter-stand cooling �3�. Trial and error selection of the
atomization methods and operating conditions is used and this can
provide a non-ideal heat transfer process, giving inconsistent ma-
terial properties, overheating of rollers, and distortion of rollers
and excessive water consumption. In the inter-stand cooling pro-
cess, although the strip is most commonly cooled by nearly lami-
nar streams of water �water curtain�, this can sometimes provide
inconsistent cooling due to a lack of controllability so that the use
of water sprays is of interest. Here the strip speed and temperature

may reach over 10 ms−1 and 900°C. The angle of the steel strip in
the hot rolling mill may be changed up to 45 deg with respect to
the horizontal �and thus 45 deg with respect to vertical sprays or
water curtains�, by a “looper” which is installed between stands in
order to maintain an appropriate strip tension. However, there are
many combinations of conditions of interest including, at the
lower limits, surface velocities less than 1 ms−1 and temperatures
in the transitional boiling regime, i.e., typically between 150 and
250°C.

Experimental work has been published for dilute sprays, rather
than dense sprays, cooling stationary flat plates. This has used
individual droplet generators or two-fluid atomization, and results
have restricted industrial applications. Quantitative information is
required with regard to the spray parameters at high water pres-
sure, typically in excess of 1 MPa, and their effects on the heat
transfer characteristics of hot surfaces in the film boiling regime.
The situation of a high velocity dense spray impacting on a hot
surface has a number of other applications, including combustion
chambers of diesel engines and gas turbines, and in metal powder
production �6�. For the latter case previous studies for stationary
objects have used both steady state and transient conditions, for
example, Choi and Kang �4� and Sharief et al. �5�. In the steady
state case a controlled heat input is used to maintain a steady state
surface temperature. In the transient case the surface is allowed to
cool during spraying. These investigations found that the different
boiling regimes of pool boiling existed, but the divisions between
the regimes were less clear cut in the spray cooling situation. Thus
the highest heat transfer rates, and the critical point �temperature
for maximum heat transfer� occurred in the nucleate boiling �or
“wetted”� regime, below the Leidenfrost temperature for the sur-
face. At higher temperatures the film boiling �or “non wetted”�
regime gave stable heat transfer beyond around 100 K above the
Leidenfrost temperature, however, an unstable “transitional re-
gime” occurs between CHP and stable film boiling, in which heat
transfer rates are difficult to measure �9�.

Some work on cooling of moving surfaces has been conducted
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using instrumented hot rolls or steel slabs moving under stationary
sprays, Raudensky et al. �10�. However, due to commercial con-
fidentiality, the results of these tests have not been fully reported.
The experimental investigation described here is novel in that it
uses a rotating disk to provide the moving surface. Although dif-
fering from the configurations found in the steel industry, basic
similarities between linearly moving and rotating surfaces are ex-
pected near the impaction zone. The spray nozzles utilized are of
the full-cone pressure jet types that are common in steelmaking,
Yule et al. �1�.

2 Experimental Apparatus and Procedure

2.1 Test Apparatus. Ideally, to meet the various conditions
found in steelmaking, a test apparatus should be able to meet the
specifications of providing a test surface with a uniform initial
temperature, in the range 100–900°C, with a surface velocity
0.1–10 ms−1, and with spray angles up to 45 deg with respect to
the surface. In addition, simultaneous spraying of bottom and top
surfaces and adjustment of the moving surface to have an angle up
to 45 deg to the horizontal, would cover most applications. The
apparatus should provide measurement of the temperature drop at
the surfaces, and within the metal, as the surfaces pass through the
spray, such that heat flux can be calculated. The rotating disk
apparatus described here was developed to fulfil these conditions
in a laboratory environment. The apparatus consists of a main
frame constructed of tubular steel box section, and, as shown
schematically in Fig. 1, a heating system, a spray system, and a
rotating test disk. The main frame supported the hollow shaft on
which the disk was mounted, and a slip ring commutator. The
shaft was driven by variable speed electric motor. The design
allowed the possibility of the shaft and disk being tilted without
significant deformation occurring. The atomizers are mounted on
a separate frame so that their orientation could be changed inde-
pendently of the disk. The “disk” is actually an annular mild steel
ring, shown in Fig. 2, which, as shown in Fig. 1, is heated by gas
burners and which contains an instrumented test segment. Mild
steel was chosen for this research because it is directly related to
the product in the hot rolling process. The present tests sprayed
vertically downwards onto the top surface of the horizontal rotat-

ing surface, i.e., simultaneous top and bottom surface spraying
was not used. As indicated in Fig. 2, the mild steel test segment
was tapered 10 deg so that it would not come loose due to cen-
trifugal force when the disk was rotated. The test segment consists
of two pieces, for convenience, when welding thermocouples to
the bottoms of their respective holes. The inverse heat conduction
technique would, it was considered, lead to too many thermo-
couple “drillings” which would cause unacceptable temperature
field distortion. Specially developed data processing methods
were used here, as described in Sec. 3. There are nine holes on
three planes, which provide temperature differences in order to
derive heat fluxes in the metal. Six of the positions were used in
the tests described here, labeled as thermocouple 1 to thermo-
couple 6 in Fig. 2. Each set of holes was staggered at 45 deg to
avoid significant temperature distortion which may be caused if
all three ceramic insulators were in a vertical line. The bare
K-type thermocouple wires are 80 �m/in diameter and they are
spot welded directly to the steel, giving a time response of the
order of 50 ms �measured in separate tests� which is more than
sufficient for the present purposes. Ceramic insulating beads pro-
tect the bare wires from contact with the metal and are not a factor
in determining response. As shown in Fig. 1, the top surface of the
test segment was directly exposed to the spray through a rectan-
gular 40 mm�10 mm slot in a protective canopy made from a
thin stainless steel sheet. The slot was 20 mm above the cooled
surface. The characteristics of full cone sprays, such as the radial
distributions of the droplet mass flux, volume median diameter,
and average drop velocity, are relatively homogeneous at the cen-
terline of the spray, Yule et al. �1�. Thus the slot was adopted to
select this homogeneous central spray zone for impact on the sur-

Fig. 1 Schematic of test apparatus

Fig. 2 Detail of test segment
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face. Homogeneous cooling of the surface was required, ideally,
so that the temperature was uniform across any radius of the test
segment, thus simplifying data processing.

To heat the rotating disk, six specially designed propane-
oxygen “surface mix surface tube” burners manufactured by Nor-
dsea Gas Technology Ltd. are used. Three burners are mounted on
top of the disk and three underneath it, as shown in Fig. 1. The
maximum heat output from the burners is 34 kW. The heat to the
disk can be controlled by adjusting the propane and air flow rates
or by adjusting the distance of the burners from the surface
�10–50 mm�.

Water was supplied to the full cone atomizers by a high-
pressure plunger pump �type: NP25/50-120, manufactured by
Speck Triplex�. The atomizers were manufactured by Spraying
Systems Co and they are referred to as TG0.5, TG1.0, and TG3.5,
which are manufacturer codes which relate to tip type and nomi-
nal capacity �gallons/min�. The maximum possible injection pres-
sure was 12.0 MPa. Details of the performance of the atomizers
are given in Sharief et al. �5� and Yule et al. �1�.

To measure the rapid temperature drop as a function of time
under rotating conditions, thermocouples were connected to a slip
ring commutator manufactured by I.D.M. Electronics Ltd. A timer
disk with a hole and 126 slots was used to measure the speed of
the disk, to synchronize measurements and to measure the posi-
tion of the instrumented segment of the disk relative to the spray.
This was attached to the top of the hollow shaft and two optical
detectors were connected to a tachometer, for measuring the disk
speed, and for providing synchronization pulses to a PC. The
speed of the rotating disk was displayed digitally with an accuracy
±2.0 rpm. The synchronizing pulse of +10 V was sent when the
leading edge of the instrumented segment passed through the ver-
tical centerline of the atomizer nozzle. The data acquisition sys-
tem consisted of a Pentium PC and an analog-to-digital converter,
fed by eight preamplifiers �manufactured by Bell & Howell� six of
which were connected to the thermocouples in the test segment.
The maximum sampling data rate was 16 kHz per channel. The
outputs of the thermocouples were amplified up to a maximum
±10 V and were converted to temperatures by a calibration data
file in the computer. A Temperature Reference Unit manufactured
by CP Instruments was used, with an accuracy ±0.05°C. Overall,
individual temperatures samples were measured to an accuracy
±1°C.

2.2 Test Procedure. Tests were performed with vertically
downward sprays impinging on the horizontal rotating disk. At
rotational speeds much higher than 120 rpm, heat transfer rate for
higher temperatures became difficult to measure due to low
signal/noise ratio. Thus two rotational speeds were used, 60 and
120 rpm. Measurements were made at vertical distances of 140
and 240 mm from the atomizer tip to the disk, using water pres-
sures 0.69, 1.39, and 2.07 MPa. The segment and the whole disk
were heated first, rotating at either 60 or 120 rpm without the
spray, until all thermocouples registered the required initial tem-
perature �to within ±2°C�. When the temperature was achieved,
the burners were switched off and the spray was turned on, but it
was not allowed to impact on the disk until it had achieved a
stable spraying condition which took at least 5 s and a sliding
cover was used to cover the slot orifice for this period. Approxi-
mately 1.0 s before this cover was rapidly removed, the data ac-
quisition system was started. The test segment was polished be-
fore starting a test in order to minimize the effects on heat transfer
of roughness of the surface as described by Choi and Kang �4� and
Sabry et al. �11�. As the specimen cooled the time histories of the
temperatures were recorded, as well as the synchronizing pulses
from the optical trigger. Tests were carried out using different data
rates and total sampling times, to enable both detailed measure-
ments for the first pass of the instrumented segment through the
spray, and also to measure longer term temperature decay due to

multiple passes. The method of calculating heat flux from the
surface is described in a subsequent section, following a descrip-
tion of the temperature data.

Although temperatures up to 1000°C were possible, tempera-
tures were restricted to 600°C in these experiments, to ensure that
there was no failure of equipment. It is intended that an extension
of the project may move to a higher temperature. The rotational
speeds of the disk �60 and 120 rpm� provided tangential velocities
of 0.7 and 1.4 ms−1, for the center of the test segment. These
velocities, although relatively low, are commonly found in steel
making. The experiments were carried out at five initial tempera-
tures 200, 300, 400, 500 and 600°C. As will be seen from the
results, there is random scatter produced by electrical noise intro-
duced by the slip ring and, as described below, this, together with
an estimated ±1°C error in instantaneous temperature measure-
ments, gives an estimated maximum expected error in heat flux,
which is ±1�105 W m−2, Rho �7�. Although this error appears
high, it should be noted that maximum heat fluxes above 2
�106 W m−2 were found in the spray cooling tests.

3 Results and Discussion

3.1 Temperature-Time Characteristics. The performances
of the high-pressure solid cone atomizers used in the experiments
were described by Yule et al. �1�. These atomizers were charac-
terized by phase Doppler anemometry and other techniques. For
the central spray zones, which were allowed through the canopy
slot, the ranges of spray parameters considered is
0.98–12.50 kg m−2 s−1 for mass flux, 49.0–230.4 �m for volume
median drop diameter, and 9.8–32.3 ms−1 for mean droplet im-
pinging velocity. The test conditions are given in Table 1. An ideal
experimental approach would be to select combinations of
nozzles, operating pressures, and atomizer-surface distance such
that, say, two tests could be carried out at the same values of mass
flux and impinging velocity, but with different values of volume
mean diameter. This parametric approach is not possible in prac-
tice, as Table 1 shows. Thus, in order to deduce the effects of
independent parameters as part of the data analysis, correlations
between heat transfer and the spray parameters must be devel-
oped, as described in Sec. 4.

Temperature-time histories were generally recorded at 143
samples per channel/s for 60 rpm, and 286 samples/s for
120 rpm. The temperatures were obtained from the six thermo-
couples at positions 1–6 �Fig. 2� and time histories were recorded
during 4 s, for 60 rpm, and 2 s, for 120 rpm. These were stored as
Microsoft Excel files for further processing. The temperature-time
histories had random noise due mainly to the slip rings in the
communtator, but also due to amplifier noise. The noise consisted
mainly of high frequency random noise, combined with “spikes”
in the signals. A numerical smoothing process was developed in
which, in the first stage, each data point at time t was replaced by
an average of the value measured at that time, and the two data
points before and after that time. Further smoothing to remove
evidence of the spikes was applied using the following equation:
Ft+1=Ft+��At+1−Ft�, where At+1 is the measured value at time
t+1 and Ft+1 and Ft are the smoothed values at times t+1 and t.
Here t+1 refers to the next sampled data point after time t. This
procedure limits the amplitude of changes from one data point to
the next and the smoothing constant � was chosen by trial and
error to have the value of 0.2. The high frequency noise and
spikes were successfully removed by the smoothing process.
However, noise below approximately 20 Hz could not be removed
as it was at a similar frequency to the real signal. Comparison of
smoothed signals for repeat tests indicated that, after smoothing,
the residual noise produced a maximum scatter of approximately,
±1.0°C. All data presented below have been passed through the
smoothing process.
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4 Results
In the examples in Fig. 3, the temperature-time curves consist

of four periods: a “non-spray” period, followed by three transits
under the spray. The non-spray period was useful for confirming
that thermocouples were operating satisfactorily and that tempera-
ture was homogeneous in the test piece to within ±1°C. The tem-
perature at the end of the non-spray period specifies the initial
conditions prior to spray cooling. When the forepart of the test
piece passed the vertical centerline of the nozzle, the synchroniz-
ing pulse was used to define “zero time,” as shown in Fig. 3.
There is a further time interval of 0.05 s at 60 rpm, and 0.025 at
120 rpm, before the center thermocouple, number 5, is under the
spray centerline. Thermocouples 4, 5, and 6 are used in all data
that are presented below and they are spaced across the thickness
of the test piece segment and are, as shown in Fig. 2, nearly in line
through its center. The signals from the other thermocouples were
used to check that the temperature field in the test piece varied
significantly in the circumferential and vertical directions only,
i.e., two dimensionality could be assumed as a reasonable ap-
proximation �to within ±1°C�. Thermocouple 1, near the cooled

surface and near the leading edge of the test piece, tended to give
inconsistent readings, caused by leakage of water into the small
gap between the test piece and the main annular steel ring. As
seen in Fig. 3�a�, after the relatively constant values in the non-
spray zone, the temperature dropped rapidly during and after im-
paction of the water spray. After the test piece leaves the main
cooling area, temperature recovers to some extent �due to heat
redistribution in the metal�, until entering the next cooling region.
The repeated cooling and heat recovering signals are very similar
in their patterns, which is an additional check on experimental
accuracy.

Figure 3 shows the representative temperature-time histories in
the “top,” “center” and “bottom” �thermocouples 4, 5, and 6� for
two cases near the extremes of cooling rate. These both use a
water pressure 2.07 MPa, and nozzle diameter, 1.70 mm. Figures
3�a� and 3�b� show, respectively, cases with rotating speeds, 60
and 120 rpm, surface-nozzle distances, x, 140 and 240 mm, and
initial temperatures 200 and 500°C. The impacting water mass
flux for case �b� is less than half that for case �a�, as shown in
Table 1. The effect of different surface-nozzle distances, on the
cooling rate of a test piece, has been studied by Fry �8�, for sta-
tionary surfaces. Case �a� is near the expected critical �peak� cool-
ing rate, Sharief et al. �5�, on the boundary of the nucleate and
mixed cooling regimes, while case �b� is in the film regime. Naru-
hito et al. �12� concluded that, what they called, the “quenching
point” �the Leidenfrost point� occurred in the temperature range
between 230 and 240°C, in their experimental results. The tem-
peratures from 300 to 600°C in the present experiments can be
regarded as being in the film boiling regime. Visually, as in all
previous experimental work using cooling by high density sprays,
visual observation to provide definitive assessment of the structure
near the surface was not possible. In all cooling cases, combina-
tions of droplet bouncing, shattering, and a chaotic near-surface
liquid film, occurred.

It is clear that in the case in Fig. 3�b�, the temperature drop per
revolution is comparable with temperature fluctuation occurring
within one revolution. However, fluctuations of this magnitude are
not observed in the case shown in Fig. 3�a�. Thus their occurrence
in case �b� is likely to show real variations in cooling rate with
time that are occurring in the film regime. The lower temperature
drop at thermocouple position 4, at the higher rotational speed
120 rpm, is also attributed to the reduced residence time of the
spray at any part of the surface. Naruhito et al. �12� and Chen and
Tang �13� experienced the adverse effect on cooling of the speed
of a cooled object.

Considering Fig. 3�a�, the temperature at position 4, which lies
near the surface, drops rapidly after impaction of the first water

Table 1 Properties of central regions of water sprays

Manufacturer’s code
for atomizer �Spraying
Systems Co.�

distance
x�mm�

Supply
pressure
P�MPa�

Mass flux
G�kg m−2 s−1�

Impinging
velocity
U�m s−1�

Volume median
drop diameter

Dv0.5��m�

TG1 140 0.69 1.86 9.81 118.9
240 0.98 9.77 101.7
140 1.38 2.79 16.77 80.6
240 1.37 16.70 59.5
140 2.07 3.68 23.87 65.9
240 1.93 21.48 49.0

TG2 140 0.69 3.82 13.06 176.5
240 1.48 12.20 145.8
140 1.38 5.59 19.11 122.1
240 2.35 17.66 88.0
140 2.07 7.30 27.19 91.0
240 3.32 23.10 75.3
140 0.69 7.11 14.49 230.4

TG3.5 240 3.26 12.83 215.5
140 1.38 9.89 23.18 174.6
240 4.71 20.55 145.9
140 2.07 12.50 32.32 107.4
240 5.03 25.21 102.4

Fig. 3 Temperature-time histories using 1.70 mm nozzle at
2.07 MPa, „a… initial temperature 200°C, 60 rpm, x=140 mm, „b…
500°C, 120 rpm, x=240 mm
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spray, and reaches a minimum before it recovers relatively slowly,
by means of heat redistribution from the lower part of the test
piece, until the segment enters the next cooling stage, giving re-
peated cooling and heat recovering. Temperatures in the central
part of the test piece �i.e., thermocouple 5� generally maintain
mid-range temperatures between top and bottom thermocouple
positions, without rapid temperature drops. For the case in Fig.
3�b� there are occasional crossovers of measurements at the cen-
tral and bottom positions �thermocouples 5 and 6�. Temperatures
in the bottom part of the test piece �thermocouple 6� are observed
to decay nearly monotonically, with no sign of transient cooling as
the top surface passes through the spray.

It is recalled that to minimize temperature distortion within the
test piece, the thermocouples were staggered in their positions.
The phase differences at 60 rpm due to stagger were 0.007 s, both
between thermocouples 4 and 5, also between thermocouples 5
and 6, and half this time at 120 rpm. The data files have not been
corrected for these phase differences because they are small rela-
tive to the time scales of temperature variations.

From the general results obtained, for which Fig. 3 represents
just two examples, temperature-time curves display relatively re-
petitive curves of the cooling and restoring process in and after
the spray zones. The present study focused on the first spray zone
for which the spray impacted upon a dry, vapor-free surface with
uniform temperature across the test piece. Figure 4 shows typical
temperature time histories at the top position �thermocouple 4�
during this “first spray,” with mass flux, G, values 1.86, 5.59,
9.89, and 12.50 kg m−2 s−1. These are, for Fig. 4�a�, 200°C tem-
perature at 60 rpm, and for Fig. 4�b�, 500°C at 120 rpm. The
spray cases used here may be deduced from Table 1 where it can
be seen that droplet velocity and diameter are also changing from
case to case. Thus care must be taken when interpreting results,

such as those in Fig. 4, in terms of the effect of any one parameter.
Deconvolution of the effects of the different parameters requires
correlation procedures, as discussed below.

It is noted that the actual surface temperature in the region of
direct contact with the water spray should be lower than that mea-
sured at the top thermocouple position of the test piece, because
the active junction of thermocouple 4 was welded 2.5 mm under
the surface. A correction could be made, if required, by extrapo-
lating the measurements at positions 4 and 5, to the surface. How-
ever, it is not necessary for present purposes where only the initial
surface temperature is specified as a parameter and this does not
suffer from this error source. In all cases the temperature reduc-
tions increase with increasing mass flux, confirming that the mass
flux is one of the main parameters determining heat transfer in
both transition and film regimes. The temperature-time curves
without a spray, obtained with the disk speeds 60 and 120 rpm,
are also shown in Fig. 4. These temperature reduction rates are
due to radiation, air convection, and conduction to the supports.
The temperature reductions for one disk revolution without spray-
ing, are shown in Table 2. These reductions are small compared
with those due to the spray cooling, particularly at the lower initial

Fig. 4 Surface temperature-time histories at four different mass fluxes, G „kg m−2 S−1
…, at

„a… 200°C with rotating disk at 60 rpm, and „b… at 500°C at 120 rpm

Table 2 Temperature reductions for one disk revolution with-
out water spray: „Units: °C…

Initial disk
temperature 200°C 300°C 400°C 500°C 600°C

60 rpm negligible 0.1 0.3 0.8 1.0
120 rpm negligible 0.4 0.5 0.9 Not used
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disk temperatures. However, they are taken into account in the
spray cooling heat flux calculations, as described later.

In summary, after the higher frequency noise had been filtered
out, the temperature signals obtained for different spraying condi-
tions were deemed to be repetitive and self-consistent and their
use for heat transfer calculations is justified.

4.1 Local Heat Flux. A one-dimensional heat flux calculation
procedure was used to obtain the local heat flux from the surface.
The heat flux due to the spray, after that expected due to radiation
is accounted for, is usually referred to as the “evaporative heat
flux.” In practice, of course, heat transfer to the water goes �i� to
raise temperature in the liquid phase, �ii� to produce a phase
change for some of the water, and �iii� to superheat some vapor. In
spray cooling the situation is too complex to estimate the relative
proportions for these heat sinks by use of analysis, hence the need
for empirical information.

As sketched in Fig. 5, to use the temperature data to calculate
the local evaporative heat flux at the surface of the rotating test
piece, the test piece is represented by an infinite plate, which
moves with a velocity which is that of the tangential velocity of
the center of the test segment. This velocity is V=2��R, where
the radial position of the center of the test segment is at R
=0.1075 m and � is the rotational speed �revolutions per second�.
The local evaporative heat flux due to the spray is calculated from
qs=�DCpd /dt�Tno sprayTav��W/m2�. Here, � is the density of the
metal and Cp is the specific heat of the metal. The average tem-
perature, Tav, for the thickness of the test segment, D, was calcu-
lated, using a quadratic fit to the three measured temperature val-
ues. The equation assumes that temperature does not vary radially
across the test segment. Subtracting the segment temperature mea-
sured without spraying, Tno spray, is a means of correcting for ra-
diative heat transfer, although it is also removing heat transfer that
occurs to the air for the non-spraying case.

Results are shown in Fig. 6 for the three full cone atomizers at
different conditions, where the spray properties near impact are
given in Table 1. Note that the synchronization pulses shown in

the graphs represent where the forepart of the test segment passed
under the spray centerline. In these figures the position of the
spray centerline is at L=21.5 mm, for both 60 and 120 rpm. Fig-
ure 6�a� shows the heat flux distribution for 200°C initial surface
temperature, for the three atomizers operating at 2.07 MPa, for
nozzle-surface distance 140 mm, at 120 rpm. Due to the differen-
tiation of the temperature-time histories required to obtain heat
flux, there is more scatter in the curves than for the temperature-
time histories shown in Fig. 4. The levels of heat flux are seen to
increase as the atomizer size is increased with its consequent in-
crease in spray mass flux �Table 1�, and peak heat fluxes around
1.5 kW/m−2 are shown. Because the relatively low heat flux at
600°C at the higher rotational speed was found to be “drowned”
by the scatter in the results, the 600°C cases were recorded and
processed for rotation at 60 rpm only, as shown in Fig. 6�b�. Fig-
ure 6�b� shows similar trends for the cases in Fig. 6�a�, but with

Fig. 5 Schematic diagram for heat flux calculation

Fig. 6 Surface heat flux at temperatures of 200 and 600°C for
different conditions
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lower heat flux, as expected in the film boiling regime.
Figure 6�c� shows cases for one atomizer with a lower water

pressure than the cases in �a� and �b�, and with two atomizer-
surface distances. This shows the increasing problems due to scat-
ter in the data as mass flux is reduced, which occurs both when
pressure is reduced and also when the distance between the atom-
izer and the surface is increased �Table 1�. Situations and regions
where scatter, due to signal noise, is unacceptable are indicated by
regions of unrealistic, negative excursions of heat flux. Figure
6�d� shows that increasing atomizer-surface separation at 600°C
also introduces significantly poorer signal to noise ratio, at dis-
tances beyond the region of peak heat flux. In general, local heat
flux initially increases, moving downstream from the centerline of
the impacting spray. For the 60 rpm case, peak heat flux occurs in
the region 80±20 mm downstream of the spray centerline. This
increases to 150±20 mm downstream for the 120 rpm case. Fry
�8� and Raudensky et al. �10� found that heat flux, from stationary
plates, is highest in the stagnation zone at the spray centerline. It
is thus tempting to assume a near linear increase in distance
downstream to peak heat flux, as the velocity of the surface is
increased. However, this may be too simplistic an assumption to
be made, because of the restricted velocities and spray types that
could be used.

Although the scatter in the results becomes important at lower
heat fluxes and, in particular, this results in unrealistic negative
values in places, the trends of heat flux are qualitatively as ex-
pected. This is particularly true for the first 90 deg of rotation, i.e.,
up to a distance 165 mm. Of course, with increasing angle the
situation deviates increasingly from the case of a spray impacting
on a flat rectangular plate with linear motion. Generally, within
the first 90 deg of rotation, heat flux increases with increasing
nozzle orifice size, increasing supply pressure, and decreasing
nozzle-surface separation. In addition, heat flux decreases signifi-
cantly with increased rotational speed. Perhaps the most surpris-
ing characteristic is both the delay in the occurrence of the peak
heat flux, beyond the main impaction zone of the spray, and, for
some cases, the persistence of significant heat transfer to the spray
beyond 300 mm, that is, when the surface has moved 180 deg
away from the impaction zone. To some extent this is expected
from the observations of Raudensky et al. �10� who showed the
persistence of cooling to surface vapor and water far from the
impaction zone.

As shown in Table 1, spray characteristics of the central zones
of full cone nozzles are functions of supply pressure �P�, exit
orifice diameter of atomizer �do� and atomizer-surface distance
�x�. When the distance from the atomizer exit to the heated sur-
face is increased, all of the three parameters, mass flux �G�, im-
pinging velocity �U�, and drop median diameter �Dv0.5�, are de-
creased. It is observed in Fig. 6 that when the surface-nozzle
distance is 140 mm, heat fluxes are relatively higher than those for
the surface distance, 240 mm. The difference is clear for all
nozzle pressures, at 200°C, but is more pronounced for the higher
pressure �2.07 MPa� for 300, 400 and 500°C. The differences are
less clear for 600°C, but this is possibly because they are hidden
by the greater relative importance of scatter in the data. Most
authors agree that mass flux is the main parameter affecting heat
flux, at least for the case of a stationary surface. Fry �8� mentioned
that the heat transfer coefficient increased linearly with increasing
surface temperature, decreasing nozzle “stand-off” distance and
increasing flow rate. Although the results of the present research
confirm that the heat fluxes are decreasing with increasing nozzle-
surface distance, a linear increase of heat transfer coefficient �as
opposed to heat flux� with temperature is not apparent from in-
spection of the data.

Ideally, dimensionally consistent correlations should be derived
by using dimensionless parameters that should have physical sig-
nificance, such as Weber, Reynolds, Jacobs and other related num-
bers. However, the authors were not able to derive such a dimen-

sionally consistent correlation that gave good fit to the data, and
future work will be required, which will be using a larger volume
of data, to achieve this. The effects of mass flux, G, median drop-
let diameter, Dv0.5, and mean droplet velocity U, cannot be easily
discriminated by visual inspection of the data. This requires ap-
plying correlation methods and maximum values of heat flux,
which are chosen to elucidate relationships. Figure 7 shows the
maximum heat flux plotted against individual spray characteristics
for the 200°C case, however, as has been described, great care
must be taken when examining Fig. 7, because it was impossible
to vary one parameter at a time. The clearest correlation �i.e., with
least scatter� is that between maximum heat flux and mass flux.
This confirms the importance of mass flux in determining heat
transfer. The polynomial trend lines also demonstrate the impor-
tant effect of the rotating speed of the surface. Otherwise, nothing
conclusive emerges from the data presented in this way. The
ranges of maximum heat flux are from 4.0�105 to 2.6
�106 W m−2 for the speed of rotating disk 60 rpm, and from
4.8�105 to 1.6�106 W m−2 for 120 rpm. Maximum heat fluxes
in the film boiling regime, in the range of temperature
300–600°C, are significantly lower in comparison with the tran-
sition regime. The ranges of maximum heat flux in the film boil-
ing regime are from 4.0�105 to 1.4�106 W m−2 with the speed
of rotating disk 60 rpm and from 4.8�105 to 1.1�106 W m−2

with 120 rpm. These various ranges are all within the range of
values found in previous work on spray cooling of stationary sur-
faces �5�.

Fig. 7 Effect of spray characteristics on maximum heat flux at
temperature 200°C „G, U, and Dv,0.5 were not varied indepen-
dently of each other…
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Empirical correlations for maximum local heat flux,
qmax�W m−2�, were obtained using Microsoft Excel software and
by using experimental data covering ranges of spray parameters,
0.98–12.50 kg m−2 s−1 for mass flux G, 49.0–230.4��m� for vol-
ume median drop diameter Dv0.5, and 9.8–32.3 m s−1 for average
drop impinging velocity U.

The optimum curve fit was obtained for the maximum heat flux,
equated to products of G, Dv0.5, U, and surface superheat �Te,
raised to different powers. For the 60 rpm cases the best fit was, in
SI units for G, U and �Te, but using �m for Dv0.5:

q̇w max,60 rpm = 2.0 � 106G0.231U0.274Dv0.5
0176�Te

−0.490 �1�

For the 120 rpm cases the best fit was:

q̇w max,120 rpm = 8.0 � 105G0.192U0.191Dv0.5
0.046�Te

−0.195 �2�

While recognizing that such equations are not dimensionally cor-
rect, they are very useful in revealing features of the physics of
the flows, as is described below.

The top two scatter diagrams in Fig. 8 compare the measured
values of qmax,60 rpm and qmax,120 rpm, with values calculated from
Eqs. �1� and �2�. It is noted that the full temperature range of
results is used for calculating the correlations, i.e., 100°C��Te
�500°C, and thus the use of a single power for Te is a simplifi-
cation in view of the different cooling regimes that are covered by
the data. This is a reason for the relatively high scatter in Fig. 8.
For both cases maximum heat flux increases with increasing mass

flux, G and impinging velocity, U, each raised to similar powers.
This is interesting because the product GU is the droplet momen-
tum flux at the surface. Thus the results are indicative of relation-
ships between Nusselt and Reynolds number, both suitably de-
fined using spray parameters. Retrospectively this may appear to
be unsurprising, yet it is not a concept that has been raised in
previous published work. The powers in Eqs. �1� and �2� show
that the values of spray parameters and superheat have less influ-
ence on maximum heat flux for the lower speed of the test piece.
This was not obvious from examining the “raw data” results, thus
showing the usefulness of such correlations. An explanation is that
as the surface speed is increased, the relative velocity between the
wall spray and the surface reduces, and it is likely that a thicker
water layer at the surface results so that there is less dependency
of heat transfer on the spray properties.

From Eqs. �1� and �2�, the drop size has the smallest effect on
heat transfer, in agreement with previous work with stationary
surfaces. Thus the maximum heat flux was again correlated, but
dropping Dv0.5 from the equation and adding the tangential speed
of the test piece V. It is noted that V could not be used with all of
the other four parameters to obtain a single correlation, due to lack
of convergence of the iterative procedure. For the 60 and 120 rpm
data combined, the best fit was:

q̇w max = 2.0 � 106G0.268U0.215V−0.431�Te
−0.344 �3�

The bottom scatter diagram in Fig. 8 shows the fit of this cor-
relation. From Eq. �3� the main result is the confirmation that the
speed of the surface very significantly affects the maximum spray
cooling heat flux. An obvious drawback of Eq. �3� is that it is
inapplicable when V→0. It is interesting to compare the effects of
spray characteristics with those for steady state cooling of a sta-
tionary test piece. Sharief et al. �5� derived a correlation equation,
showing that the total heat flux had 0.363 and 0.304 power depen-
dency on the liquid mass flux and drop impinging velocity, re-
spectively, in the surface superheat temperature range between
152 and 630°C, using the range of spray parameters:
0.23–3.32 kg m−2 s−1, 34.71–127.99 �m, and 7.05–23.10 m s−1.

Thus comparison with the results from the present equations
confirms that the effect of mass flux and impinging velocity can
be combined as a spray momentum flux and that this parameter
tends to be more important for reduction in surface velocity. How-
ever, the heat fluxes measured by Sharief, although in agreement
with previous experiments on the cooling stationary surfaces, are
lower than the peak heat fluxes that are reported here. This can be
seen by the curve included in Fig. 7. This difference is probably
due to the heat transfer for the stationary case, being measured at
a stagnation zone, while the present results show that peak heat
transfer occurs downstream of the main impaction zone.

5 Conclusions
A novel rotating disk technique has been shown to be a conve-

nient method for determining moving surface heat transfer. The
data are consistent, however care is required in interpreting the
rotating surface results in terms of linearly moving plates, espe-
cially beyond 90 deg of rotation. Local heat flux increases moving
downstream from the zone of impaction of the spray, and reaches
a maximum at a position downstream that increases as the surface
speed is increased. The heat fluxes at a temperature 200°C, in the
transition regime, are higher than at temperatures �300–600°C� in
the film boiling regime for the moving surfaces. Heat flux gener-
ally increases with increasing nozzle orifice size, increasing sup-
ply pressure, and decreasing nozzle-surface separation. Correla-
tion shows that maximum heat flux increases with increasing mass
flux, G and impinging velocity, U raised to similar powers, indi-
cating the importance of droplet momentum flux. The effects of
mass flux, impinging velocity droplet size, and temperature are
more significant for reduction of surface velocity.

Fig. 8 Comparison of the measured maximum local heat flux
with the heat flux from the correlation equations „1…–„3…
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Increasing the surface velocity V significantly reduces peak
heat flux, possibly due to the changes in residence time on the
surface of the wall spray, and the different spray angle relative to
the surface.
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Nomenclature
A 	 area of impacting spray on the test piece

Dv0.5 	 volume median diameter
G 	 drop mass flux
m 	 mass of the test piece corresponded to the total

steel annulus ��V�
qs 	 evaporative heat flux

Tno spray 	 disk temperature with no spray
Tavi 	 average disk temperature
�Te 	 surface superheat temperature drop �Ts−100�

U 	 drop impinging velocity
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Studies on Gas-Solid Heat
Transfer in Cyclone Heat
Exchanger
Cyclones can be used for heating solid particles where the direct contact with the gas is
permitted. Since cyclones have potential applications as heat exchangers in fertilizer,
polymer powder, pharmaceutical and other industries, study of cyclone as heat exchanger
is deemed important. Experiments on air-solid heat transfer were carried out in a cyclone
heat exchanger of 100 mm inside diameter, using sand. The effects of solid feed rate
�0.5–7.5 g/s�, cyclone inlet air velocity �9–22 m/s�, and four average particle sizes
�163–460 �m� on the heat transfer rate, exit solid temperature, and heat transfer coef-
ficient have been studied. An empirical correlation has been proposed for the prediction
of heat transfer coefficients based on the present experimental data. The proposed cor-
relation predicts the heat transfer coefficients with an error of +10% to −15% for the
present data and within an error of +25% to −15% for the data of other investigators.
�DOI: 10.1115/1.2217748�

Keywords: cyclone heat exchanger, heat transfer coefficient, correlation

Introduction
Though cyclones are well known for their efficiency to separate

particles, their use as heat exchangers is gaining popularity. Cy-
clone as heat transfer equipment may be used for drying, solidifi-
cation, sublimation, reactions, etc. Series of reverse flow cyclones
have already been in used as raw meal preheater in the cement
industries. Very little information related to design on cyclone as
heat exchanger is available in the open literature, due to its high
patent value. Ramanan et al. �1� reported heat transfer studies in
the industrial cyclone heat exchanger while Pitchumani et al. �2�
reported the cyclone performance at high temperatures. Yen et al.
�3� and Raju et al. �4� reported experimental investigations on
air-solid heat transfer in reverse flow cyclones and proposed cor-
relations for gas-solid heat transfer in cyclone. This paper presents
the study of cyclone as gas-solid heat exchanger and proposes
correlations that can be easily and reliably used for design of
cyclone for commercial applications. This work is a part of the
research project on the gas-solid heat transfer, with the experi-
ments conducted in a specially designed cyclone heat exchanger
test rig and fabricated in house at the Heat Transfer Research
Laboratory of Chemical Engineering Department of the Indian
Institute of Technology, Roorkee.

The knowledge of flow profiles of gas and solid in the cyclone
is of paramount importance to the understanding of functions of
cyclone as heat exchanger. The gas entering the cyclone takes a
tangential path and starts moving along the circumference. Gas
inside the cyclone has positive velocities in three directions: axial,
radial, and tangential. The tangential velocity is of the order of
inlet velocity. Radial velocity is high at low solid loadings result-
ing in bypass of the gas from the outer vortex into the inner vortex
without reaching the bottom. The axial velocity is responsible for
the movement of gas from the top to the bottom of the cyclone
and then into the inner vortex. The axial velocity is high and is
independent of gravity. With increase in solid feed rate, the radial
velocity decreases and more gas reaches the bottom of the cyclone
without much bypassing.

Experiment

Description. A schematic diagram of the experimental setup is
shown in Fig. 1. The experimental setup consists of an air inlet
duct fitted with heaters, solid feeding system, cyclone separator,
bag filter, and a blower operating under suction. Coiled heaters
�six in number� are used in series to supply the necessary heat to
increase the temperature of air to approximately 200°C. The duct
is circular in cross section with 50 mm inside diameter. The cy-
clone is a standard one as given in Perry, et al. �5� with 100 mm
diameter. The solid feeding system consists of a hopper provided
with an opening at the bottom, and U-channel feeder with an
electromagnetic vibrator wherein a constant head of solid is main-
tained using a scrapper at the solid discharge point. Powder is
discharged into a conical funnel, leading to the throat of the ven-
turi in the gas duct. Solid is collected in the bin attached to the
bottom of the cyclone at solid exit. Hot air leaving the cyclone is
cooled by constantly dripping water on the jute lining covering the
portion of duct between the cyclone outlet and the bag filter. A
2 hp induction motor, connected to 440 V, three-phase supply,
runs the blower at 2880 rpm with a capacity of 132 l / s at a suc-
tion of 500 mm of water. Bypass valves V1 and V2 are used to
control the velocity of air through the duct. The hold up of the
particles is measured by simultaneously closing the airflow, solid
flow, and the heater. The solid left inside the cyclone at that mo-
ment is collected in the bin and is weighed to determine the hold
up. The body of the cyclone and the pipeline are insulated using
two layers of asbestos rope wound around them and covered with
a mixture of plaster of Paris, magnesia, and asbestos powder to
prevent the heat loss.

Cyclone. Earlier studies by Yen et al. �3� and Raju et al. �4�
used cyclones with short cylindrical section, compared to the
conical section. However, as higher cylindrical height of the cy-
clone aids heat transfer, cyclone with equal height of cylindrical
and conical section, as used by Lapple �6� and detailed in Perry,
Chilton, and Cecil �5�, is used in the present investigation. Though
generally the size of solid opening is less than the air outlet diam-
eter, a small solid discharge opening could affect the flow of solid.
Hence, a solid outlet of 30 mm diameter is used instead of 25 mm
as obtained by geometric ratio. The width of inlet is kept equal to
20 mm instead of 25 mm to increase the efficiency. Gradual tran-
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sition of the inlet from circular to rectangular has been done to
avoid excessive pressure drop. Moreover, to achieve uniform dis-
tribution of particles in the air at the inlet, the inlet section has
been kept straight with gradual transition. The cyclone inlet is
tangential to the top plate of the cyclone to eliminate eddy flow
and turbulence to reduce top-plate erosion. Sideways transition of
inlet is kept at an included angle of 15 deg. This requires an entry
length of about 110 mm. Since the outer vortex can extend be-
yond the solid outlet into the solid receiver bin, entrainment of the
solid into the inner vortex will take place leading to further reduc-
tion in separation efficiency. Hence, it is important to keep the
solid level in the receiver at a level such that it is not carried into
the inner vortex at any point of time. Therefore, size of the solid
receiver has considerable influence on the performance of cyclone
as a separator. Hence, the solid receiver is provided with 200 mm
height and 150 mm diameter. The receiver is transparent to allow
visual inspection of the level of solid inside it. For regular with-
drawal of collected particles from the solid receiver bin, a collaps-
ible rubber tube is provided at the bottom of the receiver for ease
of operation. Another bin with a conical cup arrangement inside is
also provided to collect the solid required for the hold-up mea-
surement. Figure 2 shows the sketch of cyclone with dimensions.

Instrumentation. The experimental setup is fully equipped
with instruments to measure airflow rate, solid feed rate, solid and
air temperature, etc. Flow rate of air is controlled by monitoring
differential pressure across an orifice, indicated by a pressure in-
dicator connected to a differential pressure transducer. The tem-
perature of hot incoming air is measured using a resonant tunnel-
ing device indicator and is maintained at a constant value using a
silicon controlled rectifier. A thermocouple placed in the hopper is
used to measure the solid inlet temperature. Eight pairs of ther-

mocouples �one shielded and the other bare� are placed at various
distances in the cylindrical and conical part of the cyclone to
measure the axial variation in temperature of air and the air-solid
mixture. The shielded thermocouples are expected to indicate the
temperature of air, while the bare thermocouples indicate the tem-
perature of air-solid mixture. They can also be traversed in the
radial direction to measure the radial profiles of temperature in the
cyclone. To measure the exit temperature of the solid, a thermo-
couple is placed in a spoon. The spoon and the sensing part of the
thermocouple are placed inside the solid receiver below the cy-
clone outlet. All the thermocouples are made of copper-constantan
wires and are connected to a 24-point selector switch, in turn
connected to a Keithley Digital Multimeter model 177 to record
the electromotive force �emf� generated. Melting ice in a thermos
flask is used as the cold junction. The emf generated is converted
to temperature using the power series as given in the National
Bureau of Standards.

Introduction of thermocouples at various locations is expected
to create a local disturbance in temperature at those points. Hence,
the thermocouples are bent to a small distance inside cyclone in
such a way that the effect of local disturbance is not reflected in
measurements. Uncertainties in the measurement of exit air and
solid temperatures are ±0.1 and ±1°C respectively. Hold up of
particles is measured by simultaneously shutting down the blower,
heater, and feed of solid and, at the same time, the conical cup
inside solid receiver is turned up with the help of a handle so that
the conical cup matches with cyclone bottom opening. Solids col-
lected in the bin are the ones, which were present at that instant
and hence used to determine the hold up. The collected solids are
weighed on digital precision balance having model number
205ASCS manufactured by Precisa, Switzerland, with a least
count of 0.001 g. Ranges of variables studied are given in the
Table 1.

Experimental Procedure. A typical experimental procedure
consists of adjusting airflow rate using the bypass valves to
achieve the desired inlet velocity and then switching the heater on.
Once the steady state temperature of air is attained, particles of a
particular average size, carefully screened and stored in the hop-
per, are fed into the system with the help of an electromagnetic
arm imparting vibrations to channel feeder. A steady solid feed
rate is achieved for a particular combination of particle size, gas
velocity, and the funnel opening. The emf generated are noted and
then converted to temperatures. The holdup of the particles is
measured by simultaneously closing the airflow, solid flow, and
the heater. The solid left inside the cyclone is collected in the bin,
which is unscrewed and weighed to measure solid holdup.

Results and Discussions
Earlier investigations reported by Yen et al. �3� and Raju et al.

�4� have considered plug flow in the cyclone. Yen et al. �3� con-
firmed it experimentally by observing the flow patterns in a trans-
parent cyclone and measured the particle residence time distribu-
tion in the cyclone. Szekely and Carr �7� also confirmed the plug
flow of iron particles in the cyclone.

Heat transfer from gas to solid involves two steps: Transfer of
heat from bulk of the gas to the surface of the solid across the gas
film surrounding the solid �external process� and the propagation
of heat through conduction within the particle to reach isothermal

Fig. 1 Schematic diagram of the experimental setup

Fig. 2 Sketch of cyclone with dimensions „mm…

Table 1 Range of variables used in the present study

Variable Range

Cyclone inlet velocity 9–22 m/s
Mass flow rate of solid 0.5–7.5 g/s
Inlet air temperature 200°C
Hold up 0.89–14.38 g
Reynolds number based on inlet velocity 46.72–307.91
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condition within the particle �internal process�. Internal geometry
and conduction controls the heat transfer if Biot number, Bi, is
greater than 2.

Biot number is defined as

Bi =
Rhp

ks
�1�

For the particle sizes under study, the high thermal conductivity
of solids results in Bi�2, leading to a gas-film controlled process.
Hence, the resistance to heat transfer can be assumed to rest solely
with the gas-film surrounding the particle. The gas-solid heat
transfer coefficient is defined as

hp =
q

A�T
�2�

Since the gas and solids �plug flow� move parallel in same
direction, the cyclone can be considered as co-current heat ex-
changer. Accordingly, �T in Eq. �2� is the log-mean temperature
difference defined as

�T =
�TGin − TSin� − �TGout − TSout�

ln� TGin − TSin

TGout − TSout
� �3�

The heat transfer area A is the total surface area of the particles
in the cyclone at any instant of time. It is related to hold up, �the
total weight of the particles in the cyclone at any instant of time�
density and size of the particles as given by Eq. �4�.

A =
6Mh

�sdp
�4�

The heat transfer rate “q” is defined as

q = mscps�TSout − TSin� �5�
In conventional heat exchangers, the heat transfer area is fixed

from the dimensions and the geometry of the heat exchanger. In
cyclone heat exchangers, the particles’ total heat transfer area var-
ies from position to position due to the variation of concentration
of particles with position. The heat transfer coefficient is a conve-
nient and a simple measure of the performance of cyclone as a
heat exchanger and is determined using Eq. �2� after measuring
solid hold up, inlet and exit temperatures of air and solid, and heat
transfer rate.

Effect of Solid Feed Rate on Heat Transfer Rate, Solid Exit
Temperature, and Heat Transfer Coefficient. Experiments were
conducted with uniform size particles at different feed rates for
nearly constant inlet air velocity. The sizes studied are given in
Table 2. Figure 3 shows the effect of solid feed rate on heat
transfer rate at different air velocities for particles of size 359 �m.

It can be seen from the Fig. 3 that the heat transfer rate in-
creases rapidly with the solid feed rate up to a certain feed rate,
after which the increase in heat transfer rate is slower. This can be
explained from the flow profiles in cyclones as follows:

Increase in solid feed rate at a constant inlet air velocity results
in the reduced radial velocity of the air. As a result, bypass of air
decreases and more air reaches the bottom of the cyclone. Since
more gas at high temperature is available at the bottom of the
cyclone, the driving force is large resulting in higher heat transfer
rate. This is predominant till the solid feed rate is equal to critical
solid feed rate. Also, the presence of more solid extracts more heat
from the gas and hence the heat transfer rate increases.

Hence, it can be concluded that the increase in solid feed rate
increases heat transfer rate for particles of 359 �m average size at
most inlet air velocities. In Fig. 3, for solid feed rates less than
2 g/s, the data suggest that increasing air velocity does not in-
crease heat transfer rates.

Figure 4 shows the variation of exit solid temperature with solid
feed rate at different air velocities for particles of size 359 �m. It
is clear from Fig. 4 that the exit solid temperature increases with
solid feed rate up to a certain solid feed rate, after which the solid
exit temperature decreases. This can be explained as follows:

The quantity of bypass air from outer to inner vortex governs

Table 2 Particle size distribution

S. No
ASTM screen

�Mesh�
Sieve opening

��m�
Average particle size

��m�

1 −80+100 149 to 177 163
2 −50+60 250 to 297 274
3 −40+50 297 to 420 359
4 −35+40 420 to 500 460

Fig. 3 Effect of solid feed rate on heat transfer rate at different inlet air velocities for
average particle’s size of 359 �m
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the air available for heat transfer to solids in the outer vortex and
the rise in solid temperature. With reduced bypass at higher solid
feed rate, more gas at high temperature is available at the bottom,
resulting in increased solid temperature. This occurs till the in-
crease in solid feed rate exceeds the reduction in air bypass, after
which the exit solid temperature decreases. Also with the increas-
ing solid feed rate, the laminar boundary layer breaks down due to
the increased number of particles approaching the wall. At low
solid feed rate, when the particles are moving together, the access
of air to the particles is less and therefore exit solid temperature is
low. As the solid feed rate increases, particles spread over the
cyclone wall and access of air to particle increases giving rise to
higher solid temperature at exit. When the particle’s flow pattern

is stabilized, at the exit solid temperature is solely governed by
heat balance leading to reduced exit solid temperature with rising
solid feed rate. The same phenomenon is observed with the other
average particle sizes investigated and is shown in Fig. 7 for air
inlet velocity of 9.5 m/s.

Figure 5 shows the variation of heat transfer coefficient with the
solid feed rate at different air inlet velocities for particles of size
359 �m. It is clear from Fig. 5 that the heat transfer coefficient
increases with solid feed rate. Since the heat transfer rate and heat
transfer area increase and �T decreases with increase in solid feed
rate, the heat transfer coefficient increases. At lower solid feed
rates, the increase in heat transfer coefficient is rapid, while at

Fig. 4 Effect of solid feed rate on solid exit temperature at different inlet air velocities
for average particle’s size of 359 �m

Fig. 5 Effect of solid feed rate on heat transfer coefficient for average particle’s size of
359 �m at different air inlet velocities
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higher feed rates, the rate of increase of heat transfer coefficient is
low. Raju et al. �4� and Pawar and Bhaskara Rao �8� observed that
the heat transfer coefficient increases with increasing solid to air
mass flow rate ratio up to a certain value, after which heat transfer
coefficient attains almost a constant value. Trends of those find-
ings support the present data.

Effect of Inlet Velocity on Exit Solid Temperature, Heat
Transfer Rate, and Heat Transfer Coefficient. To study the ef-
fect of inlet air velocity on gas-solid heat transfer in cyclone,
airflow was varied with the help of valves V1 and V2. Solids of a
particular size were fed at uniform rate and the exit air and solid
temperatures were measured to determine the heat transfer rate.
The results are plotted as shown in Fig. 3 for the particle of size
359 �m.

Figure 3 indicates that the heat transfer rate increases with the
increase in inlet air velocity at constant solid feed rate. The rate of
increase is predominant at higher solid feed rates, when compared
with that at lower solid feed rates.

As the inlet air velocity increases at constant solid feed rate,
mass flow rate of air increases. Therefore, with the increase in
heat capacity of air, decrease in temperature of air is less. Subse-
quently, gas is available at high temperature at the bottom result-
ing in increased driving force. Hence, the heat transfer rate also
increases. At lower solid feed rates, despite increasing the air inlet
velocity, increase in heat transfer rate is less due to large bypass of
the air. It can be concluded that increasing gas inlet velocity at
higher solid feed rate results in appreciable increase in the heat
transfer rate.

The effect of inlet air velocity on the solid exit temperature can
be easily seen from Fig. 4, plotted for the particles of 359 �m
average size. It can be seen from Fig. 4 that the exit solid tem-
perature increases with the increase in inlet gas velocity at con-
stant solid feed rate. This is observed for particles of all sizes and
at all solid feed rates.

Due to the increase in heat capacity of air at higher inlet ve-
locities, more gas at high temperature is available for the heat
transfer. As a result of this, solids extract more heat from the gas,
resulting in increase in the solid exit temperature due to the ther-
mal balance between gas and the solid. Hence, it can be inferred
that the increase in inlet air velocity results in higher exit solid

temperature indicating rapid heat transfer.
Figure 5 shows that the heat transfer coefficient is essentially

independent of inlet air velocity for a given solid feed rate for
particles of size 359 �m. This behavior is observed for all sizes of
particles at all solid feed rates investigated. In the range of air
inlet velocities studied, the flow is turbulent. There is very little
change in the flow profiles of velocity, pressure, and turbulence
properties for the same cyclone geometry, despite the increase of
over 300% in air flow rate. Hence, the effect of air velocity may
not be pronounced in the cyclone, resulting in near uniform heat
transfer coefficient at all velocities. Moreover, increase in heat
transfer rate, heat transfer area, and log-mean temperature differ-
ence with increasing air velocity are such that net effect on heat
transfer coefficient is nullified.

Yen et al. �3�, Wamseley and Johanson �9� and Chang and Wen
�10� made a similar observation. Hence, it can be concluded that
the heat transfer coefficient is essentially independent of inlet air
velocity.

Effect of Particle Size on the Exit Solid Temperature, Heat
Transfer Rate, and Heat Transfer Coefficient. The effect of
particle size on the heat transfer rate was studied by using solids
of different sizes at nearly uniform air inlet velocity. Both the air
velocity and solid feed rate could not be maintained constant for
different particle sizes, as the combination of velocity with differ-
ent size particles produces different solid feed rates. Hence, the
effect of particle size on the heat transfer rate is plotted as a
function of solid feed rate shown in Fig. 6 for an air inlet velocity
of 9.5 m/s.

It can be seen from Fig. 6 that the heat transfer rate decreases
with increasing particle size at all solid feed rates for an inlet air
velocity of 9.5 m/s. This is also observed for other inlet veloci-
ties. The decrease is heat transfer rate is more predominant at
higher solid feed rates.

Moreover, the change in heat transfer rate with particle size is
small compared to that due to solid feed rate.

Figure 7 shows the variation of solid exit temperature with the
particle size at different solid feed rates for an air inlet velocity of
9.5 m/s. It is clear from Fig. 7 that the exit solid temperature
decreases with increasing particle size indicating lower heat trans-
fer rate and heat recovery. This is attributed to the following:

Fig. 6 Effect of average particle size on heat transfer rate at different solid feed rates for
air inlet velocity of 9.5 m/s
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Total heat transfer area is higher for smaller size particles for
the same solid feed rate. As heat picked up by a particle is directly
proportional to the area of the particle, more smaller particles at
the same feed rate are in a position of advantage than the bigger
particles. Hence, the bigger particles pick up less heat and the exit
temperature of solid decreases for larger size particles.

Hence, with increase in particle size, the heat recovery, heat
transfer rate as shown in Fig. 6 and the exit temperature of solids
�Fig. 7� both decrease at constant solid feed rates.

Also, it can be observed from Fig. 8 that the heat transfer co-
efficient increases with increasing particle size at all solid feed
rates for an inlet air velocity of 9.5 m/s. This is observed at all the

inlet air velocities under study. With the increase in particle size,
the rate of heat transfer decreases �Fig. 6� as a result of which the
exit solid temperature also decreases �Fig. 7�. Also, with the larger
particles, hold up decreases due to increased drag. The total heat
transfer area, as expressed in Eq. �4�, is proportional to hold up.
Hence the total heat transfer area decreases with increase in the
particle size.

The larger particle sizes decrease the heat transfer rate, log-
mean temperature difference, and the heat transfer area, in such a
way that the heat transfer coefficient is increased. Hence, with
higher particle size, higher heat transfer coefficients are achieved.

Fig. 7 Effect of average particle size on exit solid temperature at different solid feed
rates for air inlet velocity of 9.5 m/s

Fig. 8 Effect of particle size on heat transfer coefficient at different solid feed rates for
air inlet velocity of 9.5 m/s
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Prediction of Heat Transfer Coefficient Data With the Cor-
relations in the Literature. Yen et al. �3� carried out experiments
on air-sand heat transfer and air-cement raw meal heat transfer in
a reverse flow cyclone of 120 mm diameter. Similarly, Raju et al.
�4� conducted heat transfer studies in a reverse flow cyclone of
130 mm diameter for air-sand system. Correlations for heat trans-
fer coefficient in terms of Nusselt number, Reynolds number,
solid-gas mass flow ratio, and Prandtl number were proposed by
Yen et al. �3� and Raju et al. �4�. Since these correlations were
developed for nearly the same cyclone diameter, they are tested
for their suitability to predict the current experimental results. The
correlations are as follows:

Yen et al. �3� correlation:

Nuc = 1300Rec
0.41Fm

0.47�2dp

Dc
�Pr1/3 �6�

Raju et al. �4� correlation:

Nup = 0.001217Rep
1.41Fm

0.501Pr2/3 �7�

where Nup, Rep, Pr, and Fm are defined as

Nuc =
hpDc

ka
�8�

Rec =
Dcvci�a

�a
�9�

Pr =
cpa�a

ka
�10�

Fm = ms/ma �11�
The correlation of Yen et al. �3� consistently over predicts the

present data within an error band of 100%–20%. The trend of the
predicted heat transfer coefficient matches with the present experi-
mental data. However, all the predicted values are higher by a
factor of about 1.67. The correlation of Raju et al. �4� predicts the
present data within 10% to −70% and in general the correlation
under predicts the data. Scatter in data points suggests that the
correlation lacks in terms of some pertinent group.

Development of a New Correlation for Heat Transfer
Coefficient. Nusselt number, particle Reynolds number, and
Prandtl number have been widely used to correlate gas-particle
heat transfer coefficient. The particle Reynolds number is com-
puted based on cyclone inlet air velocity as widely done by Yen et
al. �3� and Raju et al. �4�. The flow inside a cyclone is very
complicated because of its three-dimensional nature and presence
of tangential, radial, and axial velocity components. The tangen-
tial velocity component is about ten times higher than the radial or
vertical components. The tangential velocity in the outer vortex is
minimum near the cyclone wall and increases towards the axis. In
the vicinity of the wall, where most of the particles are present,
the tangential velocity is approximately equal to the gas velocity
on entry. Hence, the inlet velocity is used as the characteristic
velocity in the particle Reynolds number.

Nusselt number is considered as a function of Fedorov number
as proposed by Ludera �11�. Fedorov number is a function of
particle size and physical properties of air and solid particles as
given below:

Fe = dp�4g�a
2

3�a
2 � �s

�a
− 1��1/3

�12�

Gnielinski �12� defined mean Nusselt number for flow through
a packed bed and a fluidized bed as a function of Nusselt number
for single sphere as

Nup = f�Nusingle sphere �13�

Gnielinski expressed f� as a function of porosity. In general, f�
may be a function of all relevant parameters other than Reynolds
number and Prandtl number, which influence the particle and gas
flow and their mutual interaction.

For developing a correlation in the present study, Gnielinski’s
approach has been adopted, giving a form to the proposed corre-
lation as:

Nup

Nusingle sphere
= b1Feb2Fm

b3 = f��� �14�

Nusselt number for single sphere is defined as �Jain �13��

Nusingle sphere = 2 + 0.664Rep
0.5Pr0.33 �15�

Incorporating Eq. �15� in Eq. �14�,

Nup = b1Feb2Fm
b3�2 + 0.664Rep

0.5Pr0.33� �16�

The coefficient b1 and exponents b2 and b3 have been evaluated
by regression analysis as described in Kafarov �14� for the present
experimental data having solid-to-air mass flow ratio range from
0.05 to 0.87 and Fedorov number range from 5.63 to 17.3, particle
Reynolds number range from 46.8 to 308, Prandtl number range
from 0.68 to 0.69 and Nusselt number range from 0.15 to 2.45.
The resulting correlation is

Nup = 0.0047Fe1.45Fm
0.375�2 + 0.664Rep

0.5Pr0.33� �17�
The heat transfer coefficients predicted by Eq. �17� are com-

pared with the present experimental data in Fig. 9. It shows the
plot of predicted value of heat transfer coefficients for the present
experimental conditions and the experimental data.

It is clear from the figure that the proposed correlation predicts
the present experimental data very well within an error of +10%
to −15% with a correlation coefficient �R2� of 0.986.

To validate further, the proposed correlation has been used to
predict the heat transfer coefficients for the data of Yen et al. �3�
and Raju et al. �4�. The proposed correlation predicts their data
within an error band of −15% to 25% The proposed correlation
may be further improved by incorporating the effect of cyclone
dimensions, which requires experiments to be carried out using
cyclones of different dimensions.

Conclusions
The following conclusions can be drawn from the present study

of air-to-solid heat transfer in a cyclone:

1. The air-solid heat transfer rate increases with increasing
solid feed rate, inlet air velocity, and decreasing particle size.

2. The average heat transfer coefficient between air and the
solid particles in the cyclone is found to be essentially inde-
pendent of air velocity investigated, increases with increas-
ing particle size, and increases with increasing solid feed
rate with progressively reducing rate.

3. The proposed correlation predicts heat transfer coefficients
of the present investigation within an error band of 10% to
−15% and that of earlier investigators’ data within an error
band of +25% to −15%. This appears to be an improvement
over the correlations proposed by Yen et al. �6� and Raju et
al. �4�.

Nomenclature

English Symbols
A � total particles heat transfer area, m2

Bi � biot number
b1 ,b2 ,b3 � constants

cpa � specific heat of air, J/kg K
cps � specific heat of solid, J/kg K
Dc � diameter of cylindrical section of cyclone, m
dp � particle diameter, m

Fe “Eq. �12�” � Fedorov number
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Fm “Eq. �11�” � solid loading ratio
f� “Eq. �14�” � a function of porosity

g � gravitational acceleration, m/s2

hp � gas-particle heat transfer
coefficient, W/m2 K

ka � thermal conductivity of air, W/m K
ks � thermal conductivity of solid, W/m K

ma � mass flow rate of air, kg/s
Mh � holdup of solid, kg
ms � mass flow rate of solid, kg/s

Nup � particle Nusselt number
Nusingle sphere � single particle Nusselt number

Pr � Prandtl number
q � heat transfer rate, W
R � Particle radius, m

Rep � particle Reynolds number
TGin,TGout � inlet and exit air temperatures, C
TSin ,TSout � inlet and exit solid temperatures, C

vci � cyclone inlet air velocity, m/s

Greek Symbols
� � volume fraction of hold-up

of solid
�s � density of solid, kg/m3

�a � viscosity of air, Ns/m2

�a � density of air, kg/m3

�T � log-mean temperature
difference, K
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Numerical Study of the Heat
Transfer Rate in a Helical Static
Mixer
In chemical processing industries, heating, cooling, and other thermal processing of
viscous fluids are an integral part of the unit operations. Static mixers are often used in
continuous mixing, heat transfer, and chemical reactions applications. In spite of wide-
spread usage, the flow physics of static mixers is not fully understood. For a given
application, besides experimentation, the modern approach to resolve this is to use pow-
erful computational fluid dynamics tools to study static mixer performance. This paper
extends a previous study by the authors on an industrial helical static mixer and inves-
tigates heat transfer and mixing mechanisms within a helical static mixer. A three-
dimensional finite volume simulation is used to study the performance of the mixer under
both laminar and turbulent flow conditions. The turbulent flow cases were solved using
k−� model. The effects of different flow conditions on the performance of the mixer are
studied. Also, the effects of different thermal boundary conditions on the heat transfer
rate in static mixer are studied. Heat transfer rates for a flow in a pipe containing no
mixer are compared to that with a helical static mixer. �DOI: 10.1115/1.2217749�

Keywords: static mixer, heat transfer rate, thermal conductivity, turbulent flow, resi-
dence time distribution

Introduction
In chemical processing industries, heating, cooling, and other

thermal processing of viscous fluids are an integral part of the unit
operations. In these processes, mechanical heat transfer predomi-
nantly occurs by screws or scraping vanes. But, thermal process-
ing by conventional equipment with mechanically moving parts
has several shortcomings, including abrasion, contamination, fluid
leakage, and abnormal stagnation of fluid. Furthermore, revolving
scrapers may consume more energy and contaminate the product
being processed with metallic tailings from the scrapings. Static
mixers can be employed for those applications. The range of prac-
tical flow Reynolds numbers for helical static mixers in industry is
usually from very small �Re�0� to moderate values �e.g., Re
=5000�.

Static mixers have been utilized over a wide range of applica-
tions such as continuous mixing, blending, heat transfer processes,
chemical reactions, etc. The device relies on a systematic splitting,
reorientation, and recombination of two fluids using a series of
mixing elements. Static mixers offer several advantages. For ex-
ample, they have low maintenance, low space requirements, and
no moving parts. Moreover, because of the increased internal film
coefficients and heat transfer rates provided by motionless mixer
elements, heat exchanger designs utilizing static mixers can be
smaller than conventional shell-tube heat exchangers.

One typical static mixer, the helical static mixer, consists of
left- and right-twisting helical elements placed at right angles to
each other �Fig. 1�. The helical insert causes a secondary flow in
plane perpendicular to the predominant axial flow. Compared to a
tube of the same length and same diameter with no mixer, the
helical static mixer is able to provide a substantial enhancement of
heat and mass transfer from the surface of the tube to the fluid.
Static mixer elements can reduce film buildup and improve heat

transfer, allowing the reduction of heat exchanger size and space
requirements. Static mixers can provide a more uniform tempera-
ture distribution in flow field, and prevent the occurrence of local
heating or cooling.

Due to the industrial importance of static mixers, many studies
have been undertaken in an attempt to characterize their perfor-
mance. Pressure drop across a static mixer was measured experi-
mentally �1–5�, since this information is essential in order to cor-
rectly size the pump feeding the static mixer. Mass transfer �6�
and also drop size distribution �7� in static mixers have also been
studied experimentally.

A number of studies have considered heat transfer in different
static mixers �8–13�. Joshi et al. studied wall to tube heat and
mass transfer in a Kenics static mixer and recommended that a
more compact mixing element �9� can improve the rate of heat
transfer. Li et al. �10� studied pressure drop, heat transfer, and
mixing mechanism in a Sulzer SMX static mixer. Based on their
experimental results, a general heat transfer coefficient correlation
in a Sulzer SMX mixer shows an enhancement of up to a factor of
5 compared to a tube with no mixing element �10�.

For a given application, besides experimentation, the modern
approach to study the performance of a helical static mixer is to
use powerful computational fluid dynamics �CFD� tools. In recent
years, significant progress has been made in the characterization
of fluid-mechanical mixing using Lagrangian tracking techniques
�14–19�. The majority of the previous work on static mixers has
focused on model flows that are two dimensional in space and
periodic in time. A smaller set of studies has considered simple,
three-dimensional, spatially periodic flows, e.g., �14,15� where a
simplified, two-dimensional analytical approximation to the ve-
locity field was obtained.

The static mixer studied here is an industrial helical static
mixer: the TAH static mixer �Robbinsville, NJ�. The mixer geo-
metrical parameters are shown in Table 1. Each mixing element
twists through an angle of 180 deg. The solid material thickness
of the mixer is about 22% of each segment length, which makes
the zero thickness assumption of the mixer, as has been used in
previous studies, questionable. Also, the ratio of the each segment
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length to the mixer diameter is about 0.846. In a standard Kenics
mixer, the segment length is 1.5–2.5 times the mixer diameter.

Generally, the heat transfer rate in a static mixer is a function of
the physical properties of the working fluid and the solid surface,
the flow conditions, and the geometrical parameters of the mixer.
Since in this study, the working fluid and the geometrical param-
eters are not changed, the heat transfer rate can only be related to
the flow conditions and the thermal boundary conditions. The ef-
fects of different flow conditions and different thermal boundary
conditions on the performance of the mixer are studied. Heat
transfer rates for a flow in a pipe containing no mixer are com-
pared to those with a helical static mixer.

Analysis
For steady incompressible flow, the mass conservation and the

momentum equations can be written as

�ui

�xi
= 0 �1�

�
��uiuj�

�xj
+

�p

�xi
=

��ij

�xj
+ �gi + Fi �2�

In the absence of a gravitational body force and any external
body force, the two last terms on the right side of Eq. �2� are zero.

The energy equation for steady incompressible flow is

���uiE + p�
�xi

=
�

�xi
�K

�T

�xi
+ uj�ij� �3�

The stress tensor, �ij, in Eq. �2� and Eq. �3� is given by

�ij = �� �ui

�xj
+

�uj

�xi
� −

2

3
�

�uk

�xk
�ij �4�

where � is the molecular viscosity. It is mentioned that for an
incompressible steady flow the last term of Eq. �4� is zero.

The first term on the right hand side of Eq. �3� is heat conduc-
tion term. The second term on the right hand side is the viscous
dissipation term. The importance of viscous dissipation is well
known in flow in capillary tubes and flow of very viscous fluids
�20,21�. The effect of viscous dissipation on the flow is also sig-
nificant in micro-fluidic devices �22,23�. For thermally developing
laminar forced convection in a pipe, significant viscous dissipa-
tion effects have been observed for large Brinkman numbers �21�.
This effect is more pronounced when the fluid is cooling by the

surface of the solid wall, which has a temperature lower than the
temperature of the flow �21�. The total energy in Eq. �3� is

E = h −
p

�
+

uiui

2
�5�

For a pure material with no phase change the enthalpy is given
by

h =�
0

T

cpdT �6�

For the material used in this study, water, value of density is
998.2 kg/m3. Although the specific heat is a function of tempera-
ture, for the temperature range used in this study its changes can
be neglected; hence, specific heat is set at 4182 J /kg K. However,
for the thermal conductivity and the viscosity, the change of their
values based on the temperature is significant and has an impact
on the results of the numerical simulation. Therefore, the thermal
conductivity and the viscosity are assumed piecewise linear func-
tions of the temperature using the values from �24�.

Numerical Simulation

Mesh Generation. Effective numerical processes for CFD
problems depend on the geometric modeling as well as the grid
generation and grid quality. An unstructured mesh was generated
to model the static mixer inside a pipe; the geometry was modeled
completely, with no simplifications. To achieve the most accurate
results from the solver all efforts have been made to maximize the
quality of the mesh using the technique described in detail in �25�.
For the laminar cases, a uniform computational grid containing
1,333,173 cells was used to compute the flow fields. For the tur-
bulent case, a non-uniform grid with 2,345,777 cells was used.
The distance of the computational cell centroid from the solid wall
measured in viscous length, y+=y	��w /�, was monitored in order
to measure the fineness of the mesh in near wall region. For the
mesh used in this study it was observed that y+ is equal or less
than 2.97.

Heat and Mass Flow Computation. The solver used in this
study for the flow computation is a commercial code �FLUENT

1�.
This code uses the Eulerian approach to solve the equations on a
computational mesh, based on a cell-centered finite volume dis-
cretization. The selected solver is a segregated, implicit, second-
order upwind �26�, double precision, finite volume solver.2 Using
the segregated approach, the governing equations are solved se-
quentially. To obtain second-order accuracy, quantities at the cell
faces are computed using a multidimensional linear reconstruction
approach �26,27�. Pressure-velocity coupling is achieved by using
the SIMPLEC �SIMPLE-Consistent� algorithm �28�.

Turbulence Model. Turbulent flows are characterized by fluctu-
ating velocity fields. These fluctuations mix transported quantities
of mass, momentum, and energy and in turn cause the transported
quantities to fluctuate as well. These fluctuations can be of small
scale and high frequency, therefore they are too expensive to
simulate directly. Different turbulence modeling techniques can be
found in the literature, e.g., �29–32�. In this study, for turbulent
case �Re=3000�, the three-dimensional, steady Reynolds-
averaged, Navier-Stokes equations are solved. The momentum
equation can be written as

�
��uiuj�

�xj
=

�

�xj

�� �ui

�xj
+

�uj

�xi
� −

2

3
�

�uk

�xk
�ij� −

�p

�xi
+

�

�xj
�− �ui�uj��

�7�

1
FLUENT is a registered trademark of Fluent Inc., Lebanon, NH.

2Other choices are available in FLUENT; the set of solver here is the appropriate one
for this study.

Fig. 1 A six-element static mixer

Table 1 Static mixer geometry

Diameter �d� 4.80 mm
Segment �element� length 4.06 mm
Thickness 0.89 mm
Entrance length 9.60 mm
Exit length 9.60 mm
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For the incompressible flow Eq. �7� is reduced to the following

�
��uiuj�

�xj
=

�

�xj

�� �ui

�xj
+

�uj

�xi
�� −

�p

�xi
+

�

�xj
�− �ui�uj�� �8�

The Reynolds stresses, −�ui�uj�, must be modeled in order to
close the set of equations. A common method employs the Bouss-
inesq hypothesis to relate the Reynolds stresses to the mean ve-
locity gradients. In this study the k−�, as a Boussinesq approach
model, is employed to solve the turbulent flow. The k−� model,
which was introduced by Kolmogorov �33� in 1942, was selected
for two reasons. First, the k−� model is valid all the way to the
wall boundary, and so, the wall-function approach that bridges the
gap between the fully turbulent region and the viscous sublayer is
not needed. Turbulence models that rely on the wall-function ap-
proach, although expedient from a computational standpoint, are
not suitable for quantitatively accurate predictions of complex,
three-dimensional flows with strong vortices �34�. Second, the k
−� model has been validated extensively in complex, three-
dimensional shear flows and has been shown to be superior to k
−�-type models �35,36�. Also, comparisons between the results
obtained by k−� and Reynolds stress model �RSM� turbulent
models show that the k−� has enough accuracy to capture the
main aspects of mixing flows, while it is computationally much
less expensive than the RSM model �25�. The k−� model used in
this study has been introduced by Menter in 1994 �37�, referred to
as shear-stress transport �SST� model or the SST k−� model,
which is a modified version of the original k−� model of Wilcox
�38�.

Boundary Conditions. The fluid temperature at the inlet is set to
298.15 K �25°C� for all cases but one, which is set to 278.15 K.
The pipe surface in the entrance and exit regions where there are
no mixing elements is adiabatic. Heat conduction flux in a mate-
rial depends upon the material thermal conductivity and tempera-
ture gradient in the material. Two extreme limits for the value of
thermal conductivity are zero and infinity; the thermal conductiv-
ity of a real material lays somewhere between these to limits. Zero
thermal conductivity can be modeled by adiabatic conditions and
infinite thermal conductivity can be modeled by constant tempera-
ture distribution in the material. Two different boundary condi-
tions are applied to the mixer surface: as the first boundary con-
dition the mixer surface is considered adiabatic; and as the second
boundary condition, the mixer surface temperature is considered
constant. These two boundary conditions on the mixer surface
model two extreme limits for the mixer performance based on the
thermal properties of a material that can be used to manufacture a
helical static mixer: a material with no conductivity and a super
conductive material. The pipe surface temperature in the region
including the static mixer is set at various constants �318.15,
348.15, and 368.15 K�. No-slip boundary conditions are applied
to the solid surface of the static mixer and also at the wall of the
pipe. A constant mass flow rate is applied at the inlet and outlet
boundaries. Different Reynolds numbers for the flow inside the
pipe are obtained by varying the mass flow rate at the inlet bound-
ary. The velocity profile for fully developed flow in a pipe �para-
bolic distribution for laminar flow and one seventh-root law for
turbulent flow� is used at the flow field inlet. The turbulence in-
tensity is used to specify the turbulent boundary conditions at the
flow inlet. Moreover, low-Reynolds-number correction is applied
at the near wall region.

Residence Time Distribution. The residence time distribution
�RTD� is used to characterize the uniformity of the history of fluid
elements in the static mixer. A similar history for all fluid elements
in the flow is a desirable feature in order to provide the uniformity
of the product quality. This can be achieved by a narrow distribu-
tion of the residence times for chemical reactors. RTD for flows in
a static mixer has been studied experimentally �39� and numeri-
cally �40–43�. Here, the RTD for flow in a helical static mixer was

calculated by tracking about 55,000 uniformly spaced, zero-mass,
zero-volume, particles initially located on a plane at the inlet in
the top half of the flow field inlet. For a steady flow, the particle
trajectories correspond to streamlines. Therefore, trajectories are
tracked by integrating the vector equation of motion, using the
numerically computed velocity field as input.

dxi

dt
= ui �9�

Some care must be taken in integrating the equation that de-
scribes particle motion in order to retain a sufficient degree of
accuracy �25�. The number of lost particles �particles that have
trajectories cause them to be trapped near a solid wall, where the
local velocity is zero, or leave the computational domain� is maxi-
mum for the case of turbulent flow �Re=3000�, which is 6.89% of
particles entered the flow field inlet.

The residence time of each particle was measured from the
point when the particle passed the cross sectional plane of the
leading edge of the first mixing element to the point when the
particle crossed the cross sectional of trailing edge of the last
mixing element. The measured residence time is nondimensional-
ized by the residence time of a fluid particle traveling at the bulk
flow velocity in a pipe with no mixer. Given the value of the
non-dimensionalized residence time �t*� for all fluid particles
which have passed the cross-sectional plane, the fraction of the
volumetric flow which has a residence time between t* and t*

+dt* can be calculated. This parameter is known as the distribu-
tion function, f�t*�.

For the turbulent flow case, some considerations are needed. In
turbulent flows scalar transport and stirring are the result of both
the large-scale coherent vortices and the broad range of turbulent
eddies. Reynolds averaged navier-stokes �RANS� modeling pro-
cedure smoothes the flow field and, therefore, particle tracking,
using the statistically stationary mean flow as the advecting veloc-
ity field, does not take into account the effect of small scale tur-
bulence on transport. In order to overcome this shortcoming, tur-
bulent Reynolds stresses can be used to generate instantaneous
velocity �25�. In this study, a random flow generation technique
presented by Smirnov et al. �44� is employed, which is able to
generate a realistic instantaneous flow field efficiently. This veloc-
ity domain, then, is used in order to compute the trajectories of
fluid elements and determine the residence time distribution.

Temperature Difference Ratio. To decrease the temperature
gradient of two fluids entering into a pipe, helical static mixers
can be employed. Effectiveness of static mixers can be estimated
using a non-dimensional ratio of the temperature difference in
fluid at a specific flow cross section in a pipe containing a static
mixer to that in an empty pipe of the same diameter. If this ratio is
greater than one, the static mixer is not effective; however, this
situation does not actually occur in practice. The smaller this ratio
is, the more efficient the static mixer becomes. When this ratio is
zero at a flow cross section, it means that in there is no tempera-
ture difference in that cross section of the pipe which contains a
static mixer. When this ratio is one, it means that the static mixer
has no impact on temperature blending of fluid elements in the
flow. Temperature difference ratio �TDR�, in a given flow cross
section, can be defined as

TDR = 1 −
�Tmax − Tmin�pipe with mixer

�Tmax − Tmin�pipe without mixer
�10�

TDR is between zero and one. The higher TDR generally
means that the static mixer is more efficient. However, when
TDR=1, it cannot determine the mixer efficiency. It is possible
that the temperature gradient of fluid inside an empty pipe of the
same diameter is also very small, or the temperature gradient
might be significant. In this situation, other parameters rather than
TDR should be considered in order to evaluate the performance of
mixer.
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Heat Flux Ratio. The ratio of heat flux from the solid wall into
the fluid in a pipe containing a static mixer to the heat flux in a
pipe with no mixer is the heat flux ratio. In practice, helical static
mixers, which are used in heat exchangers, are made of thermally
conductive materials such as copper. Therefore, static mixers are
able to increase the heat flux significantly. For cases in which the
static mixer is made from a non-conductive material, the heat flux
ratio can be close to one or slightly less than one, depending on
the flow conditions.

Numerical Solution Accuracy. The accuracy of the numerical
solutions should be analyzed before confidence in the predictive
ability of the numerical techniques can be justified. For the
present study of mixing under non-creeping flow conditions, there
is unfortunately an absence of sufficiently detailed and accurate
experimental data to undertake a complete validation of the nu-
merical results. Accordingly, a detailed mesh convergence study
was performed and indicated that the computational mesh em-
ployed in the present study is sufficiently refined to provide good
numerical resolution. It is noted that 1,333,173 mesh cells were
used to compute the flow fields. The value of heat flux from the
solid surfaces to the fluid, predicted by a computational grid con-
taining 2,211,841 cells, is only 0.447% more than the value of
heat flux predicted by the grid with 1,333,173 cells, when Re
=100.

Figure 2 compares the predicted values for pressure drop across
the mixer to the experimentally measured values from flow Rey-
nolds number that ranged from 1 to 3000. Here, the pressure drop
is defined as the absolute difference between the area-weighted
average pressure at the computational flow field upstream and the
area-weighted average pressure at the flow field downstream. The
values of pressure drop across the mixer, obtained numerically,
are found to be in good agreement with the experimental data. The
computed values of Nusselt number for a fully developed flow in
a long tube with no mixer shows good agreement with the experi-
mental equation given by Seider and Tate �45,46�. The maximum
error occurs for Re=10, at which the computed Nusselt number is
0.885 of the Nusselt number given by the Seider-Tate equation.
The predicted values for Nusselt numbers for a pipe with static
mixer shows agreement with the experimental data; the maximum
error occurs when Re=1, using the constant temperature boundary
condition, which is about 19%.

Results and Discussion

The heat transfer and flow in a six-element static mixer has
been analyzed for a number of different conditions. The residual,
less than 10−9 for temperature and less than 10−6 for other vari-
ables, defined as the L2 norm, is used as convergence criteria.

The temperature distribution and its gradient in a flow cross
section can have a critical role in the processing of materials. For
flow Reynolds numbers of 1, 10, 100, 1000 and different values of
pipe wall temperature, contours of fluid temperature are obtained.
For the case of Re=1, the fluid temperature reaches the wall tem-
perature shortly after entering the heated region of the pipe, ap-
plying either adiabatic boundary condition or constant tempera-
ture boundary condition.

For the adiabatic boundary condition, the left columns of Figs.
3–5 show contours of temperature at the end of the second, the
fourth, and the sixth mixing element, from top to bottom, respec-
tively, for laminar flows in a pipe that contains a six-element static
mixer. The right columns show the temperature contours at the
same axial cross sections in a pipe with no mixer. The pipe wall
temperature is 318.15 K. The fluid temperature at inlet is
298.15 K.

For higher Reynolds numbers, the core flow remains at a low
temperature in a pipe with no mixer; however, inserting a static
mixer in the pipe breaks up the thermal boundary layer, leading to
high temperature fluid particles. For Re=10, after the fourth mix-
ing element, the entire flow cross section reaches the wall tem-
perature. For the case of Re=100, the area of the low temperature
region is decreased after the second element. This area continues
to decrease as the flow passes through the helical static mixer. At
the end of the sixth mixing element the area of the low tempera-
ture fluid is noticeably smaller when compared to the same flow
cross section for the case of a tube with no mixer in it. By increas-
ing the Reynolds number, the difference of fluid temperature dis-
tribution in a cross section between a tube with a static mixer and
a tube with no mixer is more pronounced.

The area-weighted averaged and the minimum fluid tempera-
tures at different flow cross sections for the adiabatic boundary
condition and different flow Reynolds numbers are shown in
Tables 2 and 3, respectively, for laminar flows in a pipe containing
a six-element helical static mixer and for a pipe with no mixer.
For the case of Re=1, the averaged temperature and the minimum
temperature are almost the same for both cases of a pipe with
static mixer and a pipe with no mixer. These values are nearly
equal to the wall temperature after the flow passes the fourth
mixing element. For flow in a pipe with no mixer, when Re=10, a
large difference between the averaged and minimum values of
fluid temperature is distinguishable in all cross sections; however,
for the flow in a pipe with static mixer, the difference between the
averaged and minimum values of fluid temperature is consider-
ably less, especially when the flow passes the sixth mixing ele-
ment. The averaged temperature at the end of the sixth mixing
element is 1.56 K less than the wall temperature, when the wall
temperature is 318.15 K and it is 3.89 K less than the wall tem-
perature when it is 348.15 K; for the pipe with no mixer the
averaged temperature at the same flow cross section is 3.43 K
�8.56 K� less than the wall temperature, when the wall tempera-
ture is 318.15 K �348.15 K�. Although the differences between
the averaged temperatures and the wall temperatures for the pipe
with static mixer are less than those for the pipe with no mixer, the
static mixer does not show a significant improvement. By increas-
ing the flow Reynolds number these differences are more pro-
nounced; for Re=1000, the averaged temperature at the end of the
sixth mixing element is 11.01 K �27.53 K� less than the wall tem-
perature, when the wall temperature is 318.15 K �348.15 K�. For
the pipe with no mixer the averaged temperature at the same flow
cross section is 14.28 K �35.70 K� less than the wall temperature,

Fig. 2 Comparison between the predicted pressure drop and
the experimental data „Pa…
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when the wall temperature is 318.15 K �348.15 K�. For the case
of Re=1, Br�8�10−12 and for the case of Re=1000, Br�8
�10−6; therefore viscous dissipation effect is negligible in the
cases studied here.

The ratio of the minimum temperature to the averaged tempera-
ture was calculated at a cross section located an L /2 distance

downstream of the tailing edge of the last mixing element in a
pipe with static mixer and at the same axial cross section with a
pipe with no mixer, and are shown in Table 4.

When the difference between the fluid temperature at inlet and
the wall temperature is 20 K, the static mixer produces almost no
improvement in the temperature distribution. When the difference

Fig. 3 Temperature at even numbered elements, Re=10 „TW=318.15 K…
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between the fluid temperature and the wall temperature is in-
creased to 50 K, the static mixer shows a better ability to develop
a more uniform temperature distribution within the fluid, espe-
cially for the case of Re=100. For Re=100, in which the fluid
temperature at inlet and the wall temperature are set to 278.15 and
368.15 K, respectively, the minimum and the averaged tempera-

ture for a pipe with static mixer at a cross section located a dis-
tance L /2 downstream of the tailing edge of the last mixing ele-
ment are 319.571 and 324.838 K, respectively. The minimum and
the averaged temperature for a pipe with no mixer at the same
axial cross sections are 278.306 and 313.564 K, respectively.
When the difference between the fluid temperature at inlet and the

Fig. 4 Temperature at even numbered elements, Re=100 „TW=318.15 K…
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wall temperature is increased to 90 K, the static mixer manifests a
higher performance. It increases the minimum and the averaged
fluid temperatures significantly and also it decreases the tempera-
ture gradient in a flow cross section significantly; the ratio of the
minimum temperature to the averaged temperature is 0.984 for a
pipe with static mixer, while it is only 0.888 for a pipe with no
mixer.

The ratio of heat flux from the pipe wall into the fluid in a pipe
with static mixer to the heat flux in a pipe with no mixer is pre-
sented at Table 5; two wall temperatures have been considered:
318.15 and 348.15 K. As expected, the wall temperature has no
impact on the heat flux ratio.

For the case of Re=1, the heat flux is slightly less than 1 when

Fig. 5 Temperature at even numbered elements, Re=1000 „TW=318.15 K…
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the pipe is equipped with static mixer. The area of the heated
surface in a pipe with static mixer is 88.08% of the area of heated
surface in a pipe with no mixer. This is because of the material
thickness of the static mixer studied here. It is noticed that for a
standard Kenics mixer, the mixer thickness is 4.17% of the mixer
length; however, as mentioned before, for the TAH static mixer,
this ratio is 22%. In this flow condition, the static mixer is not able
to bring a high degree of mixing to the fluid and therefore decreas-
ing the heat transfer surface between the fluid and the heated
surface leads to lower heat flux being transferred to the flow field.
By increasing the Reynolds number to 10, the static mixer mani-
fests a higher capability of fluid mixing, leading to higher convec-
tive heat exchange to the core fluid inside the tube and increases

the rate of heat transfer to the flow. By increasing the Reynolds
number from 10 to 100, the heat flux ratio increases significantly
�2.17 for Re 100, compared to 1.22 for Re=10�. By increasing the
Reynolds number to 1000, again, the heat flux is increased, how-
ever, the rate of its increase is not as significant as for the case of
Re=100. In fact, when the Reynolds number is increased from 10
to 100, the heat flux ratio is increased by 78.19%, whereas, when
the Reynolds number is increased from 1 to 10, the heat flux ratio
is increased by 22.0% and when the Reynolds number is increased
from 100 to 1000, the heat flux ratio is increased by 26.18%.

This can be explained by fluid mixing performance of the heli-
cal static mixer. By increasing the number of the mixing elements,
the mixing of fluid increases; also, when the flow regime changes
from creeping flow to laminar flow, the rate of increase of mixing
is also increased �25�.

It is possible to compare the heat flux rate to the flow in a pipe
with static mixer to the heat flux rate to a flow in a pipe with no
mixer, which has the same pressure drop as the pressure drop
across the mixer. For a flow in a pipe with no mixer with the same
pressure drop as a flow across a six-element helical mixer, with
Reynolds numbers of 1, 10, and 100, the ratios of heat flux rate in
a pipe with no mixer to the heat flux rate in a pipe with a six-
element mixer are shown in Table 6, for the constant temperature
boundary conditions. Also the ratio of mass flux in a pipe with
static mixer to the mass flux in a pipe with no mixing element is
presented in this table. The mass ratio is equal to the ratio of flow
Reynolds numbers. For a laminar flow in a pipe, the length of
thermal entrance region is given by �47�:

� X

D
� � 0.05 Re Pr �11�

For a laminar flow in a fully thermally developed region the heat
flux ratio is independent of the Reynolds number �47�. Therefore,
the rate of heat flux from the wall pipe to the fluid in that region
is constant, as far as the flow is laminar. However, for the case
studied here, a large portion of the flow is in the entrance region.
In that region, the temperature gradient at the solid surface is high
and therefore the heat flux rate is high compared to the heat flux
rate in fully thermally developed region. For the case of the pres-
sure drop of 0.174 �1.811� Pa, the length of thermal entrance re-
gion in a pipe with no mixer is about 16.5 �13.1� times the length
of thermal entrance region in a pipe with the mixer, which ex-
plains the reason why that heat flux rate in a pipe with no mixer is
higher. When the pressure increases to about 42.4 Pa �which is the
pressure drop for flow across the static mixer, when Reynolds
number is set 100�, the ratio of heat flux decreases to about 2.1. In
that case the flow rate, as well as the Reynolds number, in a pipe
with no mixer is about 10.6 times of that in a pipe with a six-
element helical static mixer. It is mentioned that in most cases in
industry, the length of heat exchanger element is much higher than
the length of the thermal entrance region and therefore most of
heat flow occurs in the fully developed region.

It is important to note that using the first-order upwind method
to solve the energy equation leads to an overestimation of the heat
flux; for the case of Re=100, first-order upwind predicts a heat
flux 17.92% higher in a pipe with a six-element mixer. Also it was
observed that using a constant value for thermal conductivity
leads to an underestimation of heat flux; for the case of Re

Table 2 Averaged and minimum fluid temperatures for a pipe
with static mixer „wall temperature=318.15 K, adiabatic BC…

Re
Element
number

Avg. T
�K�

Min. T
�K�

1 2 317.978 317.747
1 4 318.148 318.144
1 6 318.148 318.145
10 2 311.692 304.653
10 4 315.110 311.990
10 6 316.594 315.204
100 2 307.304 299.511
100 4 309.255 303.523
100 6 310.357 306.624
1000 2 303.383 299.620
1000 4 305.519 302.675
1000 6 307.139 304.939

Table 3 Averaged and minimum fluid temperatures for a pipe
with no mixer „wall temperature=318.15 K, adiabatic BC…

Re
Cross

section
Avg. T

�K�
Min. T

�K�

1 2 317.835 317.260
1 4 318.137 318.113
1 6 318.148 318.147
10 2 310.872 299.659
10 4 313.282 304.639
10 6 314.725 308.811
100 2 305.415 298.150
100 4 306.774 298.151
100 6 307.603 298.173
1000 2 302.104 298.150
1000 4 303.306 298.155
1000 6 303.869 298.222

Table 4 Minimum to averaged temperature ratio „adiabatic
BC…

Re
Temp. ratio

TW=318.15 K
Temp. ratio

TW=348.15 K

Static
mixer

10 0.998 0.995
100 0.996 0.991
1000 0.999 0.997

No
mixer

10 0.987 0.969
100 0.975 0.940
1000 0.988 0.971

Table 5 Heat flux ratio „adiabatic BC…

Re
Heat flux ratio
TW=318.15 K

Heat flux ratio
TW=348.15 K

1 0.999 0.999
10 1.219 1.219
100 2.172 2.172
1000 2.740 2.740

Table 6 Heat flux and mass flux ratios

Pressure drop
�Pa� Heat flux ratio Mass flux ratio

0.174 10.042 16.460
1.811 2.728 13.112

42.437 2.115 10.673
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=1000, a constant thermal conductivity assumption results in a
heat flux 3.3% smaller in a pipe with a six-element mixer.

The heat transfer coefficients for flow in a pipe that contains a
six-element static mixer, with the adiabatic boundary condition,
and for flow in a pipe with no mixer, are compared in Figs. 6–8.
The dashed lines in these figures show the axial location of the
contact point of each two mixing elements and are numbered by
the numbers of those elements. As can be seen, for the case of
Re=1, the heat transfer coefficients for both flows are the same;
static mixer produces no increase in the heat transfer coefficient.
When the Reynolds number is increased, the static mixer mani-
fests a significant improvement to the heat transfer coefficient.
Also, it is seen that the heat transfer coefficient has local maxi-
mums around the contact point of each two mixing elements.
Thus, in these transition areas the effective rate of heat transfer is
higher due to mixing of fluid elements.

Figures 9 and 10 show contours of temperature at the end of the
second, the fourth, and the sixth mixing element, from top to
bottom, respectively, for a pipe that contains a six-element static
mixer, applying the constant temperature boundary condition. For
Re=1, the temperature at these flow cross sections is equal to the
wall temperature. For Re=10, only temperature contours are dis-
tinguishable at the end of the second helical element; at the fourth
and the sixth elements, the temperature gradient in the flow cross
section is extremely small and virtually all fluid elements reach
the wall temperature. For the case of Re=100, the area of the low
temperature region, at the end of the second mixing element, is
significantly smaller compared to the results obtained for the same
Reynolds number using the adiabatic boundary condition. Also,
the minimum temperature is higher for the case of the constant
temperature boundary condition, compared to the case of the adia-
batic boundary condition. The same pattern can be observed at the
end of the fourth and the sixth helical mixing elements. By in-
creasing the Reynolds number to 1000, the difference of fluid
temperature distribution in a cross section between a static mixer
with the adiabatic boundary condition and static mixer with the
constant temperature boundary condition is more pronounced.

Applying the constant temperature boundary condition to the
mixer surface, the flow field was studied for different flow condi-
tions. Averaged and the minimum fluid temperatures at different
flow cross section are presented in Table 7. The minimum to av-
eraged temperature ratios at the end of even numbered mixing
element for different flow Reynolds number are given in Table 8.
For Re=1 and Re=10, the averaged temperature and the mini-
mum temperature are almost the same for both cases of a pipe
with static mixer and a pipe with no mixer. These values are
nearly equal to the wall temperature after the flow passes the
fourth mixing element. For flow in a pipe with no mixer, for Re
=100 and Re=1000, a large difference between the averaged and
minimum values of fluid temperature is distinguishable in all
cross sections; however, for the flow in a pipe with static mixer,
the difference between the averaged and minimum values of fluid
temperature is considerably less, especially when the flow passes
the sixth mixing element. Comparing these results, obtained by
applying the constant temperature boundary condition, to the re-
sults obtained by applying the adiabatic boundary condition,
shows that the mixer has a higher performance under the constant
temperature boundary condition, especially for higher Reynolds
numbers.

Fig. 6 Heat transfer coefficient in a pipe „Re=1, adiabatic BC…

Fig. 7 Heat transfer coefficient in a pipe „Re=100, adiabatic
BC…

Fig. 8 Heat transfer coefficient in a pipe „Re=1000, adiabatic
BC…
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Table 9 presents the maximum to minimum temperature ratios
at the end of each even numbered element, for Re=1000. When
Reynolds number is small, this ratio is one at all flow cross sec-
tions. For higher Reynolds numbers this ratio increases when the
wall temperature is increased. As the flow passes through the mix-
ing elements the ratio decreases and therefore fluid temperature is

Fig. 9 Temperature contours, constant temperature BC, Re
=100

Fig. 10 Temperature contours, constant temperature BC, Re
=1000
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more uniform. The rate of decrease of the temperature ratio is
higher when the wall temperature is higher, indicating that the
helical static mixer has better performance for such cases.

The performance of the helical static mixer under turbulent
flow regime, Re=3000, was studied when the difference between
the fluid temperature at inlet and the wall temperature is 90 K.
The left column of Fig. 11 shows contours of temperature at the
end of the second, the fourth, and the sixth mixing element, from
top to bottom, respectively, for a pipe that contains a six-element
static mixer. The right column shows the temperature contours at
the same axial cross sections in a pipe with no mixer. At the end
of the second mixing element, although the area of the low tem-
perature region is smaller compared to the same cross section in a
tube with no mixer in it, still a large portion of flow cross section
is filled with low temperature fluid elements. This region de-
creases after the fourth element; however, the high temperature
region is still a narrow ring adjacent to the pipe wall. At the end of
the sixth mixing element the area of the low temperature fluid is
noticeably smaller when compared to the same flow cross section
for the case of a tube with no mixer in it.

The heat transfer coefficients for flow in a pipe that contains a
six-element static mixer, with the adiabatic boundary condition,
and for flow in a pipe with no mixer are compared in Fig. 12, for
Re=3000. When the flow regime is turbulent, the static mixer
increases the heat transfer coefficient significantly. Again, it is
seen that the heat transfer coefficient has local maximums around
the contact point of each two mixing elements. The heat flux ratio
is 3.167, when the adiabatic boundary condition is applied to the
surface of mixer, and it is 5.734, when the constant temperature
boundary condition is applied.

Figure 13 shows contours of temperature at the end of the sec-
ond, the fourth, and the sixth mixing element, from top to bottom,
respectively, for a pipe that contains a six-element static mixer,
applying the constant temperature boundary condition. The area of
the low temperature region, at the end of the second mixing ele-
ment, is significantly smaller compared to the results obtained at
the same cross section using the adiabatic boundary condition. At
the end of the fourth element, the minimum temperature is higher
for the case of the constant temperature boundary condition, com-
pared to the case of the adiabatic boundary condition. The area of
low temperature region at the end of the fourth element, when the
constant temperature boundary condition is applied, is even
smaller than the area of low region temperature at the end of the
sixth element, when the adiabatic boundary condition is applied.
At the sixth helical mixing element, a large portion of flow cross
section is filled with high temperature fluid elements.

The minimum to averaged temperature ratios at the end of even
numbered mixing element for the adiabatic and the constant tem-
perature boundary conditions are given in Table 10. The closer
this ratio to one, the lower temperature gradient in the flow cross
section. As expected, this ratio increases as the flow goes through
mixing elements. Overall, the difference between the impacts of
the boundary conditions �mixer material� on this ratio is not sig-
nificant.

Table 11 shows the heat flux ratio, which is the heat flux ob-
tained by applying the constant temperature boundary condition,
divided by the heat flux obtained by applying the adiabatic bound-
ary condition. As was mentioned before, these two boundary con-
ditions on the mixer surface model two extreme �ideal� limits for
the mixing element: one with no thermal conductivity and one
with infinite thermal conductivity. The real cases �mixing element
with different thermal conductivity� fall somewhere between two
hypothetic cases. Therefore, these two extreme boundary condi-
tions can be used to determine the two borders of the mixer ef-
fectiveness.

For low Reynolds number flows, this ratio is almost one. For
such a case the static mixer material has a minimal impact on the
rate of heat transfer. The heat flux ratio increases about 10%,
when Reynolds number increases from 1 to 10. For Re=100, the
rate of heat transfer to the working fluid is about 60% greater,
when the mixer surface has a temperature equal to the pipe wall.
When Reynolds number increases from 100 to 1000, again the
heat flux ratio increases, although the rate of increase is not as
high as the one when Reynolds number increased from 10 to 100.
When the flow regime is turbulent, the ratio of heat flux with the
constant temperature boundary condition to heat flux with the
adiabatic boundary condition is again enhanced. By increasing the
Reynolds number from 100 to 1000 �ten times�, this ratio in-
creases almost 7%; and by increasing the Reynolds number from
1000 to 3000 �three times�, this ratio increases almost 6%. This
suggests that the heat conductivity of the material of mixer has a
major impact on the heat transfer rate in a helical static mixer
under turbulent flow conditions.

Table 12 presents TDR values at the end of the last mixing
element for different flow Reynolds numbers. When Re=1, TDR
is equal to zero for the adiabatic boundary condition. For such a
case, TDR is 1.0 for the constant temperature boundary condition;
as was mentioned previously, in this situation the TDR value can-
not reveal any information about the mixer performance. For the
case studied here, the difference between maximum and minimum
temperatures for a pipe with no mixer is only 0.005 K. Therefore,
the static mixer does not improve the temperature blending pro-
cess in this case either. When Re=10, TDR is about 0.68, for the
adiabatic boundary condition. By increasing the Reynolds num-
ber, TDR values decrease. This suggests that the helical static
mixer is more effective for lower Reynolds number in laminar
flows. When Reynolds number increases from 1000 to 3000, TDR
increases about 16%, suggesting that when the flow regime be-
comes turbulent mixer performance is improved again. When the

Table 7 Averaged and minimum fluid temperatures for a pipe
with static mixer „wall temperature=318.15 K, constant tem-
perature BC…

Re
Element
number

Avg. T
�K�

Min. T
�K�

1 2 318.150 318.150
1 4 318.150 318.150
1 6 318.150 318.150
10 2 317.22 312.739
10 4 318.021 317.412
10 6 318.130 318.046
100 2 313.781 301.774
100 4 315.595 309.641
100 6 316.434 313.300
1000 2 311.113 302.352
1000 4 313.159 307.098
1000 6 314.359 310.600

Table 8 Minimum to averaged temperature ratio „TW
=318.15 K, constant temperature BC…

Re
Temp. ratio
2nd element

Temp. ratio
4th element

Temp. ratio
6th element

10 0.986 0.998 1.000
100 0.962 0.981 0.990
1000 0.972 0.981 0.988

Table 9 Maximum to minimum temperature ratio „Re=1000,
constant temperature BC…

TW

�K�
Temp. ratio
2nd element

Temp. ratio
4th element

Temp. ratio
6th element

318.15 1.052 1.036 1.024
348.15 1.128 1.086 1.057
368.15 1.177 1.117 1.077
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constant temperature boundary condition is applied, the TDR
value is high for all Reynolds numbers from 10 to 1000. Using a
heat conductive material for the static mixer enhances the tem-
perature blending process significantly in laminar flows. For Re

=3000, although the TDR is higher when the constant temperature
boundary condition is applied, the difference between TDR values
is not that significant.

Figure 14 shows the distribution function for water, calculated

Fig. 11 Temperature at even numbered elements, Re=3000 „TW=368.15 K…
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for Re=1, 10, and 100. For Re=1, 10, and 100, the majority of
fluid particles have a similar t*, which is less than 2. For higher
Reynolds number the distribution function is a less important fac-
tor, because the nature of the flow regime causes a narrow range
of t*, e.g., when Re=3000, the majority of fluid elements, associ-
ated with streamlines that occupy a large portion of the flow, have
a similar t*, between 0.5 and 1.5.

Conclusions
Thermal performance of a helical static mixer was numerically

studied using two different boundary conditions for the mixer sur-
face: Adiabatic and constant temperature. The considered working
fluid is water. It was shown that helical static mixers can decrease
the temperature gradient in fluid elements and can produce a more
uniform temperature distribution within the fluid; however, the
mixer’s effect on the uniformity of the temperature distribution is
not significant, when the difference between the wall temperature
and the inlet fluid is small.

Heat flux rate is not improved by using the helical static mixer
in very low Reynolds number flows. For laminar flows with Rey-
nolds numbers of 10 to 1000, use of helical static mixer increases
the heat flux to the flow significantly. The static mixer studied
here shows high performance in laminar flow regime for Reynolds
numbers of the order of 102.

For very low Reynolds number flows, the static mixer surface
boundary conditions show minimal impact on the rate of heat
transfer. A helical static mixer gives a heat flux ratio of 2.2–2.7 for
a non-creeping laminar flow, when the adiabatic boundary condi-
tion is applied to the surface of mixer. The heat flux increases
significantly in non-creeping flow, when constant temperature
boundary condition is applied.

Helical static mixer can improve the heat transfer rate in turbu-
lent flow regime. For a typical turbulent flow in a helical mixer,
Re=3000, the heat flux ratio is about 3.2, when adiabatic bound-
ary condition is applied to the mixer. By applying a constant tem-
perature boundary condition to the surface of the mixer, heat flux
ratio is increased by a factor of 1.8.
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Nomenclature
Br � Brinkman number �=2�U2 /K�Tw−Te��
cp � specific heat
d � pipe diameter

Fig. 12 Heat transfer coefficient in a pipe „Re=3000, adiabatic
BC…

Fig. 13 Temperature contours, Constant temperature BC, Re
=3000
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E � total energy
Fi � external force vector �i=1,2 ,3�
g � acceleration due to gravity
h � enthalpy
K � thermal conductivity
k � turbulence kinetic energy
L � mixing element length
p � pressure

Pr � Prandtl number �=cp� /k�
Re � Reynolds number �=�Ud /��
t* � non-dimensional residence time
T � temperature

T0 � reference temperature
Te � entrance temperature

TW � wall temperature
U � bulk velocity
ui � velocity vector �i=1,2 ,3�
X � length of thermal entrance region
xi � position vector �i=1,2 ,3�

�ij � Kronecker delta �=1 if i= j, =0 if i� j�
� � molecular viscosity
� � density

−�ui�uj� � Reynolds stresses �i , j=1,2 ,3�
�ij � stress tensor �i , j=1,2 ,3�
� � specific dissipation
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Heat Transfer Analysis in Metal
Foams With Low-Conductivity
Fluids
The use of open-cell metal foam in contemporary technologies is increasing rapidly.
Certain simplifying assumptions for the combined conduction/convection heat transfer
analysis in metal foam have not been exploited. Solving the complete, and coupled, fluid
flow and heat transfer governing equations numerically is time consuming. A simplified
analytical model for the heat transfer in open-cell metal foam cooled by a low-
conductivity fluid is presented. The model assumes local thermal equilibrium between the
solid and fluid phases in the foam, and neglects the conduction in the fluid. The local
thermal equilibrium assumption is supported by previous studies performed by other
workers. The velocity profile in the foam is taken as non-Darcean slug flow. An approxi-
mate solution for the temperature profile in the foam is obtained using a similarity
transform. The solution for the temperature profile is represented by the error function,
which decays in what looks like an exponential fashion as the distance from the heat base
increases. The model along with the simplifying assumptions were verified by direct
experiment using air and several aluminum foam samples heated from below, for a
range of Reynolds numbers and pore densities. The foam samples were either 5.08- or
20.32-cm-thick in the flow direction. Reasonably good agreement was found between the
analytical and the experimental results for a considerable range of Reynolds numbers,
with the agreement being generally better for higher Reynolds numbers, and for foam
with higher surface area density. �DOI: 10.1115/1.2217750�

Keywords: convection, heat transfer, porous media, metal foam

Introduction
The use and applications of metal foams have been widening.

They have been used in aerospace systems �1,2�, geothermal op-
erations, and in petroleum reservoirs �3�. Nickel foams have been
used in high-power batteries for lightweight cordless electronics
�2�. Thermal management applications of foams include compact
heat exchangers for airborne equipment, air-cooled condenser
towers, and compact heat sinks for power electronics �1�. The
open high porosity �often greater than 0.9 �4��, low relative den-
sity, high thermal conductivity of the ligaments, the large acces-
sible surface area per unit volume, and the ability to mix the
cooling fluid by promoting eddies �5�, all make metal foam heat
exchangers efficient, compact, and lightweight. Metal foams have
also been used successfully as thermal conductivity enhancers of
phase change materials in thermal control devices �6,7�.

Open-cell metal foam consists of tortuous flow passages. Con-
vection heat transfer takes place between the surface of the solid
ligaments and the fluid. The flow recirculates at the back of the
ligaments, and turbulence and unsteady flows may occur �8�. The
geometric complexity and the random orientation of the solid liga-
ments in the foam prevent exact solutions of the transport equa-
tions inside the pores �3,9�.

Due to their novelty and random structure, metal foams are still
incompletely characterized. Only in the past 15 years or so, trans-
port phenomena in metal foam have received more attention. Prior
work in the porous media had been focused on packed spheres
and other types of porous materials. Although the knowledge base
is improving with time, the recent upsurge of utilizing high po-
rosity media in contemporary technologies makes the need for
fully characterizing them, and assessing their performance in vari-

ous applications, more urgent. In terms of heat transfer, simple
reliable models of the heat transfer inside metal foams would
certainly help the engineering research, design, and application
communities.

Many workers focused on determining the effective thermal
conductivity of metal foam. Bhattacharya et al. �4�, for example,
provided analytical and experimental results for the effective ther-
mal conductivity for high porosity metal foam. The analytical
model represented the foam by a two-dimensional array of hex-
agonal cells. Results showed that the effective thermal conductiv-
ity depended strongly on the porosity. Boomsma and Poulikakos
�10� showed that changing the fluid conductivity in saturated
high-porosity metal foam had a relatively small effect on the ef-
fective thermal conductivity of the foam, i.e., the solid conductiv-
ity controlled the effective conductivity despite the high porosity
of the metal foam.

Bastawros �5� provided experimental measurements and mod-
eling of the thermal and hydraulic aspects of cellular metals sub-
ject to transverse airflow. Results showed that at low velocities,
the heat flux was governed by the convective heat transfer to the
flowing fluid. At higher velocities, the heat flux was limited by the
heat conduction from the substrate to the foam block through the
constricted nodal passages of the foam. Calmidi and Mahajan �11�
conducted experimental and numerical work to study forced con-
vection in high porosity metal foam over a range of porosity and
pore densities using air as the working fluid. They presented a
correlation for the Nusselt number based on the pore Reynolds
number. Hwang et al. �12� conducted a numerical and experimen-
tal study on aluminum foam with air as the coolant over a range of
porosities and Reynolds numbers. They showed that both the fric-
tion and the volumetric heat transfer coefficient increased with
decreasing the foam density at a fixed Reynolds number.

Lu et al. �13� provided a general analytical model for the heat
transfer in open-cell metal foam. They discussed the hydraulic and
the thermal entry lengths for a channel filled with foam. They also
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presented a correlation for the heat transfer coefficient and a guide
for the optimum foam structure for maximum heat transfer. The
foam was characterized by its relative density, which equals to one
minus the porosity.

Lee and Vafai �14� presented an analytical model for the solid
and the fluid temperatures in porous media. They identified three
regimes each dominated by one of the three mechanisms: fluid
conduction, solid conduction, and internal heat exchange between
the solid and the fluid. They used the Darcy flow model for the
velocity distribution inside the foam. There was no experimental
validation of the analytical results.

Angirasa �15� reported numerical results for convection heat
transfer in metallic fibrous heat dissipaters using water as the
cooling fluid. The heat transfer rate increased with the stagnant
thermal conductivity.

Poulikakos and Renken �16� presented numerical simulation re-
sults for a channel filled with a fluid-saturated porous medium.
They proved that the Darcy flow model underpredicted the heat
transfer rate. Poulikakos and Kazmierczak �17� studied forced
convection in a duct partially filled with a porous material.

Kim and Jang �18� studied the effects of the Darcy number, the
Prandtl number, and the Reynolds number on the local thermal
nonequilibrium between the solid and the fluid in a porous me-
dium. They reported that the thermal equilibrium assumption was
always valid when the solid conduction was the dominant heat
transfer mode.

The present work provides an approximate model for the heat
transfer in open-cell metal foams, when they are used in a forced
convective mode with a low conductivity fluid such as air. As a
simplification, the model ignores the conduction in the fluid. The
analysis uses the typical parameters reported by the foam manu-
facturers and other relevant engineering parameters. The model
assumes and justifies that there is local thermal equilibrium be-
tween the solid and the fluid. The simplicity and applicability of
the present approach eliminates the need for rigorous microscopic
analytical or numerical modeling of the three-dimensional flow
and the heat transfer in and around the pores. Another advantage
is that the current model is easily verified by experiments, as
described in this paper. Direct temperature measurements inside
the foam are also reported, which, to the knowledge of the au-
thors, have not been performed before, or are not available in the
open literature.

Heat Transfer Model. Consider a rectangular block of porous
foam having a constant cross-sectional area and heated from be-
low with a constant uniform heat flux q�. Let the block have a
thickness L in the flow direction, width W and height H, as shown
in Fig. 1. Assume there is a confined one-dimensional fluid flow in
the positive x direction with an average velocity uo entering the
foam. We make the following assumptions:

• Radiation is negligible. For moderate temperatures, the ratio
of radiation to the total heat transfer is very small and can be
neglected �19�. An order of magnitude analysis revealed that
radiation heat transfer may become significant �10% of the

total heat transfer� if the base temperature is in the order of
800 K. This is valid for some typical metal foam heat trans-
fer designs having a height of a few centimeters and using
ambient air as the coolant.

• Constant thermophysical properties of the solid and the fluid
phases. This is a pretty good assumption for applications in
which the temperatures do not reach high levels, and/or for
materials that do not exhibit significant variations in their
properties over the given range of temperature of interest.

• The porous medium is isotropic and homogeneous with con-
stant porosity �12,19�. Duocel aluminum foam produced by
ERG Inc., for example, has a matrix of cells and ligaments
that is completely repeatable, regular, and uniform. Visual
inspection of such foam does not reveal any nonuniformity
in its structure.

• Flow is steady and fully developed. Kaviany �20� stated that
the hydraulic entrance length in porous media is about one
pore size for Reynolds number 103–104, where this Rey-
nolds number is based on the pore diameter as the length
scale. Lu et al. �13� stated that for metal foam, the hydraulic
entrance length is much shorter than that for a nonporous
medium and generally negligible. Hwang et al. �12� used
this assumption for a foam sample 6 cm long in the flow
direction at moderate Reynolds numbers.

• The longitudinal conduction terms for both of the phases are
negligible �high Péclet number� �21,22�. The case where
axial conduction is important was considered by
Minkowycz and Haji-Sheikh �23�.

Applying conservation of energy for steady-state conditions to
the solid and the fluid within a control volume inside the foam, we
obtain

ks,eff
�2Ts

�y2 − h��Ts − Tf� = 0 �1�

kf ,eff
�2Tf

�y2 + h��Ts − Tf� = ��cpu
�Tf

�x
�2�

where the temperatures are volume-averaged quantities and u is
the volume-averaged velocity in the pores. These equations are
not new but have been used by many researchers, e.g., Calmidi
and Mahajan �11�, Hwang et al. �12�, Lee and Vafai �14�,
Narasimhan �21�, Krishnan et al. �24�, Amiri and Vafai �25�,
Hwang and Chao �26�, Amiri et al. �27�, Alazmi and Vafai �28�,
Kim and Kim �29� and Kim and Kim �30�.

Many models in the literature include an extra term in the flu-
id’s energy equation called thermal dispersion �9,11,24,31,32�.
However, Calmidi and Mahajan �11� have shown that this term is
extremely low for metal foam-air combinations due to the rela-
tively high condctivity of the solid matrix.

We would like to make a new simplifying assumption. For
commercial open-cell aluminum foam systems with air as the
coolant at a pore velocity of a few meters per second, order-of-
magnitude analysis �see, for example, Neild and Bejan �33��
shows that the conduction term in the fluid is a few orders of
magnitude smaller than the convection and the bulk flow terms in
Eq. �2�. This is also true even if the dispersion conductivity is
included along with the air conductivity. This is mainly due to the
very low conductivity of air �0.026 W/m K at 25°C�. Lee and
Vafai �14� alluded to this simplification, and Younis and Viskanta
�34� made a similar assumption. Equation �2� then becomes

h��Ts − Tf� = ��cpu
�Tf

�x
�3�

In other words, the heat is transferred primarily from the solid
to the fluid by convection and is manifested as an increase in
the fluid’s temperature in the flow direction. The heat transfer
by conduction from the heated base to the fluid can also be

Fig. 1 Schematic and nomenclature of a foam block

Journal of Heat Transfer AUGUST 2006, Vol. 128 / 785

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



neglected �13�.
For an aluminum foam-air combination, the temperature of the

solid and the fluid are very close in value due to the high rate of
convection between them �11�. Kim and Jang �18� studied the
effects of the Darcy number, the Prandtl number, and the Rey-
nolds number on the local thermal nonequilibrium between the
solid and the fluid in a porous medium. They reported that the
thermal equilibrium assumption was always valid when the solid
conduction was the dominant heat transfer mode.

Lee and Vafai �14� stated that, for the case where the Biot
number was high and the ratio of the fluid to the solid conductiv-
ity was very small �named Regime II in Ref. �14��, which is the
case for an aluminum foam-air combination, the temperature dif-
ference between the solid and the fluid would be nearly uniform
over the foam cross section. They also stated that for this case, the
solid and the fluid temperatures were approximately the same. In
Calmidi and Mahajan �11�, who solved the complete governing
equations, the fluid and the solid temperatures are seen to be very
close in magnitude and to have the same slope. This is also seen in
the results reported by Kim and Jang �18�, Krishnan et al. �24� and
Kim and Kim �29�. For a discussion on the departure from local
thermal equilibrium, see �35�.

In light of the above discussion, it is therefore fair to invoke the
local thermal equilibrium assumption: Tf =Ts. This allows for re-
placing the fluid temperature by the solid temperature on the right
hand side of Eq. �3�. Adding Eqs. �1� and �3� eliminates the con-
vection term and leads to

ks,eff
�2Ts

�y2 = ��cpu
�Ts

�x
�4�

The boundary conditions are:

�Ts�y=H = T� �5�

�Ts�y=0 = Tb �6�

�Ts�x=0 = T� �7�

where Tb is the base temperature at y=0.
The boundary conditions in Eqs. �5� and �6� warrant some dis-

cussion. With regard to Eq. �5�, we make the observation that the
heat transfer in heated metal foams is concentrated in the proxim-
ity of the heated wall. This means that the temperature front does
not reach the tip of the foam block at y=H. Therefore, we can
assume that for high enough Reynolds numbers and far away from
the heated base, the temperature inside the foam reaches that of
the ambient air. This was observed during preliminary experimen-
tal runs. As such, we can let y approach infinity in Eq. �5�.

As for Eq. �6�, we observe that for typical applications of metal
foam in heat sink designs �few cm blocks of foam brazed to a
solid aluminum base, with a fan providing a few meters-per-
second air velocity�, and for a high constant heat flux applied at
the base, the base temperature stays approximately constant: It
only changes by less than 2°C. This is shown in the results of
Ref. �11�, for example, and was verified by preliminary runs of the
current investigators. Therefore, the constant heat flux condition
could be replaced by a constant temperature boundary condition,
without significant compromise of accuracy.

In a nondimensional form, Eqs. �4�–�7� take the form

�2�s

��2 =
1

�

��s

��
�8�

�s��,0� = 1 �9�

�s��,� → �� = 0 �10�

�s�0,�� = 0 �11�

where �s= �Ts−T�� / �Tb−T��, �=y��U /K, �=x� / �ReK
�K�, U

=u /uD, �=kseff / �� 	 cp� and uD is the Darcean velocity defined
by uD=1/A�AudA. The parameter � is similar to the diffusivity: It
represents the ratio of the heat conduction by the solid to the heat
stored by the fluid.

The solution to Eqs. �8�–�11� is

�s = 1 − erf�
� �12�

where 
=� /2��� is a similarity transform.
For aluminum foam, several experiments confirmed that the

Forchheimer-extended Darcy flow model is valid. See, for ex-
ample, Boomsma et al. �36�, Dukhan and Alvarez �37�, Boomsma
et al. �38�, and Seguin et al. �39�. Using the Forchheimer-extended
Darcy model, the momentum equation reduces to a nonlinear sec-
ond order differential equation for the velocity profile:

d2U

d�2 =
�

Da2 �U − 1� +
ReK

Da2 f�2�U2 − 1� �13�

This was given and solved by Vafai and Kim �19�, and was used
by Calmidi and Mahajan �11� in their numerical solution for heat
transfer in high porosity metal foam. When plotted, the solution
shows dependence on the transverse direction only in a small
region very close to the solid boundaries. See also Angirasa �15�
and Kim and Jang �18�. This allows for neglecting the boundary
term in the momentum equation and the use of slug-flow approxi-
mation as used by �9,12�. With this assumption, the solution to Eq.
�13�, is simply U=1.

In regards to the effective thermal conductivity, many models
exist �10–12,18,20,25,27,28,33,40–42�. Determining the effective
thermal conductivity for the current study will be discussed later.

Experiment
In order to verify the above model and its assumptions, five

samples of commercially available open-cell aluminum foam
were tested. The samples covered the range of pore density of the
commercially available aluminum foam: 10, 20, and 40 ppi. The
samples were made from aluminum alloy 6101-T6 having a ma-
terial density of 2700 kg/m3. The foam parameters, shown in
Table 1, were obtained from ERG Materials and Aerospace �43� or
estimated from reported values of Bhattacharya et al. �4�, Calmidi
and Mahajan �11�, and Boomsma and Poulikakos �36�. The foam
samples used in the current work were very comparable to the
ones used by �4,11,36�.

The dimensions of the cross section of each sample were W
=10.16 cm �4 in.� and H=24.13 cm �9.5 in.�. The thickness in the
flow direction was either L=5.08 or 20.32 cm �2 or 8 in.�. The
small thickness is suitable for small foam cooling designs such as
those used in electronics cooling, while the large thickness is com-

Table 1 Foam parameters

ppi � %
d

�mm�
dp

�mm�
�

�m2/m3�
ks,eff

�W/m/K� �40� f
K�107

�m2�

10 92.9 0.40 3.2 810 5.36 0.082 1.146
20 92.5 0.35 2.9 1720 6.07 0.104 1.170
40 93.5 0.20 2.0 2700 4.98 0.090 0.568

786 / Vol. 128, AUGUST 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



parable to what would be used in larger heat exchanger designs.
Each sample was brazed to a 12.7 mm �0.5 in.� thick solid alumi-
num base. The brazing minimized the thermal contact resistance
between the solid base and the foam ligaments.

Experiments were performed in the Porous Media Research
Lab of the authors’ using an open-loop wind tunnel shown sche-
matically in Fig. 2. Room air was forced to flow into this tunnel
by a suction fan located close to its exit. The exit had a sliding
plate that changed the size of the exit area, thus controlling the
volumetric flow rate through the tunnel. A 5-cm �2 in.�-thick sec-
tion of flow straighteners was placed close to the entrance. The
size of the tunnel’s test section was 14.9 cm by 30.2 cm �5.875 by
11.875 in.�; and it had an integrated manometer for pressure mea-
surements in mm of water.

Each foam sample was provided with a thin thermofoil heater
having a surface area identical to its solid aluminum base. The
heat flux provided by the heater was 4.6 W/cm2 for a thin sample
and 3.2 W/cm2 for a thick sample. The heater was connected to a
dc power supply to provide some electrical power. The four sides
of each foam sample that constituted its outer perimeter were
insulated using 1 in.-thick Styrofoam insulation, and the sample
was placed in the tunnel’s test section. The other two sides were
perpendicular to the flow direction and remained open to the air-
flow. The insulation material ensured that the flow would travel
through the foam only, allowing only a negligible flow between
the insulation and the tunnel walls.

Due to the complex structure of metal foam, intricate internal
temperature measurements are rather difficult to perform. How-
ever, inserting the bead of a thermocouple inside the foam would
measure a temperature. For local thermal equilibrium conditions,

the solid and the fluid temperatures are almost identical, and the
measured temperature can represent any of them.

A total of 13 thermocouples were used to measure the steady-
state temperature at different strategic locations inside each foam
sample, as well as the ambient and the base temperatures. Steady-
state conditions were achieved after about 30 min for the thin
samples and after about 40 min for the thick ones. The tempera-
ture measurement in each thin sample were performed at the axial
locations x=2.54, 3.81, and 4.44 cm �1, 1.5, and 1.75 in.�, while
for each thick sample at x=5.08, 10.16 and 15.24 cm �2, 4 and
6 in.�. The y locations of the thermocouples for all samples were
0.64, 1.27, 1.91, 2.54, 3.18, 3.81, 4.44, 5.08, 6.35, 8.89, and
13.97 cm �0.25, 0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00, 2.50, 3.50
and 5.50 in.�. Smaller spacing of the thermocouples �0.64 cm�
was used closer to the base to capture the anticipated steep drop in
temperature. All the measurements were performed in the z
=5.08 cm �2 in.� plane. The dependence of temperature on the z
direction was eliminated based on the symmetry of the boundary
conditions, i.e., insulation at z=0 and at z=10.16 cm �4 in.�, and
on the fact that any boundary layers would be extremely thin.
Actually, preliminary measurements were performed for this di-
rection to verify this assumption.

The thermocouples were attached to the channels of an auto-
matic data acquisition system, which was connected to a com-
puter, where the temperature readings were recorded, as shown in
Fig. 2.

The average velocity through the tunnel was measured by an
Omega HH-30A digital anemometer with a range of 0.2–40 m/s
�0.6–131.2 ft/ s�. Temperature measurements were taken at three
different flow rates of the tunnel. The resulting permeability-based
and pore-diameter-based Reynolds numbers are shown in Table 2.
The Péclet number based on the effective Prandtl number is also
shown in the table. We notice that the value of Péclet number for
four of the cases is below unity. These values are underlined in the
table. This may become an issue as the assumption of ingnoring
axial conduction becomes suspect. These low values are due to the
low velocities produced by the limited suction power of the fan of
the wind tunnel, when the foam sample thickness was large in the
flow dirction.

Uncertainty Analysis. Small holes were drilled in the foam to
house the bead of each thermocouple for the temperature mea-
surements. Due to the porous structure of the foam, the drill had a
tendency to travel small distances around the intended hole’s po-
sition. Also, the flexibility of the thermocouple wires added to the
uncertainty of the exact location of the bead. The combined un-
certainty in the location was estimated to be 3.2 mm �1/8 in.�.
Therefore, the relative uncertainty in the length was �L= ±12.5%
and it was obtained using a reference length of 1 in.

Fig. 2 Schematic of the experimental setup

Table 2 Reynolds and Péclet numbers

Sample
No. ppi

Thickness
L �cm� ReK Rep Pe

Optimal ks,eff
�W/m K�

1 10 5.08 165.4 1563.5 5.76 11.00
192.9 1823.4 6.72
216.3 2044.6 7.54

2 20 5.08 134.6 1141.2 3.71 8.53
157.4 1334.5 4.34
180.9 1533.7 4.99

3 10 20.32 47.1 445.2 1.64 6.12
51.2 484.0 1.78
55.3 522.7 1.93

4 20 20.32 29.1 246.7 0.80 4.40
32.8 278.1 0.91
63.9 541.8 1.76

5 40 20.32 20.1 168.7 0.67 5.01
29.8 250.1 0.99
43.9 368.4 1.46
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The average air velocity in the tunnel was measured using a
digital anemometer. The uncertainties reported by the manufac-
turer included a fixed error of ±0.25% of the full scale and an
error of ±0.75% of the reading. The resolution error was
0.01 m/s. The root-sum-squares method states that an estimate of
the uncertainty in a measurement, �x, caused by J elemental er-
rors, ejs, is �44�

�x = ±��
j=1

J

ej
2 �15�

Combining the above uncertainties according to Eq. �15�, and us-
ing a velocity of 1 m/s, the maximum relative total uncertainty in
the air velocity was �uo

= ±11.2%.
For the temperature terminal block in the data acquisition sys-

tem, the manufacturer reported an accuracy of 1.2°C and a re-
peatability of 0.4°C. Combining these using Eq. �15�, the total
uncertainty for the temperature card was �B= ±1.26°C. The un-
certainty in the thermocouple was estimated as �Th= ±1.50. There-
fore, the total average uncertainty of the temperature measurement
according to Eq. �15� was ±1.96°C. Using the ambient tempera-
ture �21°C� as a reference, the average relative uncertainty in
temperature was �T= ±9.3%.

The uncertainty propagation in the reported non-dimensional
quantities 
 and �s can be calculated as follows. First we can
write 
=y /2���cpu /xkseff�1/2. The total uncertainty in 
 is the
sum of the uncertainty in the variables that make up 
 according
to:

�
 = ± 	
 �


�y
�y�2

+ 
 �


��
���2

+ 
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��
���2
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�cp
�cp�2
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�u
�u�2

+ 
 �


�x
�x�2
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�kseff
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�16�

Performing the partial derivative and dividing by 
, the percent
uncertainty in 
 is:

�
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�2� �17�

As stated above, the uncertainty in location was �y=�x=0.032 m.
For the porosity, density, specific heat of air, we assume 10% of
the reported values: ��=0.0929, ��=0.0116 kg/m3, �cp
=0.01007 kJ/kg K �air at 25°C�. For the velocity, we use �u
=0.336 m/s using a reference velocity of 3 m/s, and for the ef-
fective conductivity, we use �kseff=0.53 W/m K, assuming 10%
of the reported value for the 10 ppi sample. Also using an average
distance in the y direction of H /2=0.12 m and x=0.0254 m in the
x direction, and substituting all of these into Eq. �17�, yields
�
 /
= ±11.5%.

Next, we perform the same analysis for the dimensionless tem-
perature. We first write �s=Ts /Tb, where Ts=Ts−T� and
Tb=Tb−T�. The uncertainty in �s is given by:

��s

�s
= ± 	
 �Ts

Ts
�2

+ 
 �Tb

Tb
�2� �18�

The estimated uncertainty in the temperature measurement as
given above was 1.96°C, thus, according to Eq. �15�, �Ts
=�T�=2.77°C. Using an average temperature difference of
40°C and substituting in Eq. �18�, we obtain ��s /�s= ±9.8%.

Results and Discussion
Many models for the effective thermal conductivity exist in the

literature. Some of them are rather simple and depend on the
porosity �12,18,25,27,28�. Other more complex models are also

available, such as the one based on the equivalent thermal-circuit
described by Kaviany �20�, or by the weighted geometric mean
given by Nield and Bejan �33�, and others �10,11,40–42�. The
effective conductivities of the foam samples were calculated using
each of the above models. There was a substantial disagreement
among the resulting values. The optimal effective thermal conduc-
tivity values that minimized the error between the experimental
temperature profiles and the theoretical profiles, given by Eq. �12�,
were also calculated. These optimal values were closest to the
values obtained by employing the model of Calmidi and Mahajan
�40�, with the difference being smaller for lower Reynolds num-
ber. The effective conductivities calculated based on �40� are
listed in Table 1, while the average optimal values are listed in
Table 2. The optimal values changed depending on the Re inside
the foam sample, and were generally higher for higher Reynolds
numbers. It seems that the flow may have been laminar for the
cases where Rep was less than approximately 500. For this case
the agreement between the effective conductivity based on �40�
and the optimal value is relatively good. As the Rep increased, the
optimal effective conductivity was substantially larger than that
obtained by employing the model of �40�. It therefore seems that
for Rep greater than 500, the effect of turbulence �or transition to
turbulence� increased the rate of convection and produced larger
thermal conductivity values.

The average values at the intermediate Reynolds numbers were
employed in the figures. The analytical solution �Eq. �12�� using
the optimal effective thermal conductivity value will be given by
a solid line, while the analytical solution using the effective ther-
mal conductivity according to �40� will be given by a dotted line
in the following plots.

Figure 3 contains plots of the measured temperature profiles
inside the 10 ppi sample which had a thickness of 5.08 cm in the
flow directions. Parts �a�, �b�, and �c� are for permeability Rey-
nolds numbers 165, 193, and 216, respectively. The experimental
data are given for the axial distances 2.54, 3.81, and 4.44 cm from
the inlet. The experimental temperature data lie on the same curve
when plotted against the similarity transform 
. This validates the
similarity approach given by the error function solution. The
agreement between the analytical and the experimental results is
very good, especially when using the optimal thermal conductiv-
ity to calculate 
.

The temperature inside the foam reaches the ambient tempera-
ture at 
=3.5 approximately. This corresponds to the physical
distance y=3 cm from the heated base. The height of each foam
sample perpendicular to the flow direction was 24.13 cm. So treat-
ing the foam as a semi-infinite medium, as we did with the second
temperature boundary condition Eq. �10�, is justified. The analyti-
cal solution using the effective thermal conductivity according to
Ref. �40� clearly underestimates the temperature in the foam, be-
cause it underestimates the conductivity itself for this 10 ppi
foam, as shown in Table 1.

The agreement seems to improve as the Reynolds number in-
creases, as seen in parts �b� and �c� of this figure. This may be
attributed to the fact that the flow and the heat transfer are more
developed and the Pe is higher for the higher Reynolds numbers.
Also, as the Reynolds number increases, the heat transfer by con-
vection from the solid to the fluid increases �11�, which increases
the fluid temperature and makes it closer to the solid temperature.
For such case, the assumption of local thermal equilibrium is
more valid.

In all three cases, there is some scatter for 
=1, approximately.
This seems to be an experimental error associated with the hole
that housed the bead of the thermocouple in that location.

Figure 4 shows plots of the measured temperature profiles in-
side the 20 ppi sample which had a thickness of 5.08 cm in the
flow direction. Parts �a�, �b� and �c� are for permeability Reynolds
numbers 134.6, 157.4, and 180.9, respectively. The experimental
data are given for axial distance of 2.54, 3.81, and 4.44 cm from
the inlet. Again the similarity in the three temperature profiles is
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obvious as they lie on the same curve. There is some scatter in
part �b� for Reynolds number 157.4 and the axial distance
2.54 cm at 
=1 and 1.5, approximately. This is believed to be due
to experimental error.

The analytical solution using the optimal thermal conductivity
for this 20 ppi sample is given by the solid line. The agreement
between the analytical and the experimental results is very good,
especially for parts �a� and �c�. The agreement at the low Rey-
nolds number of 134.6 is not as good, as can be seen in part �a� of
the figure.

The agreement between the analytical and the experimental
data is generally better for this 20 ppi sample compared to the
previous 10 ppi sample of the same thickness and almost the same
porosity. This may be explained by the fact that the surface area
density is larger for the current sample compared to the 10 ppi
sample. See Table 2. This increase in the surface area results in an
increased convection heat transfer from the solid to the fluid. This
leads to closer temperatures of the fluid and the solid, i.e., the
assumption of local thermal equilibrium is a better approximation.

The analytical solution using the effective thermal conductivity
according to Ref. �40� again underestimates the temperature in the
foam, because it underestimates the conductivity itself for this
20 ppi foam, as shown in Table 1. However, the difference be-
tween the two analytical curves using the optimal thermal conduc-

tivity and the one based on Ref. �40� is smaller for this foam
compared to the 10 ppi foam. The estimated thermal conductivi-
ties are closer, as shown in Table 1.

The following figure, Fig. 5, shows the results for a signifi-
cantly thick 10 ppi foam sample: 20.32 cm in the flow direction.
Such thickness may be desirable for larger foam heat exchanger
designs. Due to the large pressure drop, only moderate Reynolds
numbers could be achieved for the airflow through this thick
foam. The temperature profiles for axial distances of 5.08, 10.16,
and 15.24 cm from the inlet are plotted against the similarity
transform 
. For the high Reynolds numbers of 51.2 and 55.3, as
shown in parts �b� and �c� of this figure, the agreement between
the experimental results and the analytical solution given by the
solid lines is good. The error function solution generally underes-
timates the temperature.

For this thick sample, there seems to be a weak dependence on
the axial distance that is not captured by the similarity transform

. This is amplified for the low Reynolds numbers of 47.1 and
51.2, as shown in parts �a� and �b� of Fig. 5. The scatter in the
data can be attributed to uncertainties in the distance measure-
ments associated with the location of the bead of the thermo-
couples. The pores of 10 ppi foam are relatively large �3.2 mm as
given in Table 1�. This increased the uncertainty in the location, as
the bead was free to move a little. It is the opinion of the authors,

Fig. 3 Temperature distribution for 10 ppi thin foam sample:
„a… Rek=165.4, „b… Rek=192.9, „c… Rek=216.3 Fig. 4 Temperature distribution for 20 ppi thin foam sample:

„a… Rek=134.6, „b… Rek=157.4, „c… Rek=180.9
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however, that the approximation given by the analytical solution
can still be used for preliminary heat exchanger designs but with
care.

The results for the 20 ppi 22.32-cm-thick sample are given in
Fig. 6. Parts �a�, �b� and �c� are for Reynolds numbers 29.1, 32.8,
and 63.9, respectively. The agreement between the experimental
results and the analytical solution for this case is pretty good in
general. The experimental results are certainly similar and lie on
the same curve when plotted against the similarity transform 
.
There is some deviation of the experimental data for the axial
location of 10.16 cm �4 in.� for the high Reynolds number of
63.9, as shown in part �c�. This is attributed to the experimental
errors.

For the 20.32-cm-thick 40 ppi sample, Fig. 7 parts �a�, �b� and
�c� show the experimental temperature profiles versus the similar-
ity transform at the axial distances 5.08, 10.16, and 15.24 cm, for
the Reynolds numbers 20.1, 29.8, and 43.9. It is clear in these
plots that the similarity solution is a good approximation. The
experimental results for the three axial locations lie approximately
on the same curve. The agreement between the experimental re-
sults and the analytical solution is generally better for this 40 ppi
sample compared to the previous 10 and 20 ppi samples. This
may be attributed to some fine geometrical differences in the
structure of the 40 ppi foam. The agreement is weaker for the low
Reynolds number of 20.1. For this case the Pe is 0.67 as shown in
Table 2. For such a low value of Pe, the local thermal equilibrium

may not be a good assumption. The better agreement could be
explained by the very large surface area density for the 40 ppi
foam compared to the 10 ppi foam, as shown in Table 1.

The analytical solution using the effective thermal conductivity
according to Ref. �40� agrees with the analytical solution based on
the optimum effective thermal conductivity. This is expected be-
cause the values of the effective thermal conductivities are almost
identical, as listed in Table 1. The ability of the method of Ref.
�40� to predict the effective thermal conductivity seems to be best
for the 40 ppi foam. This may be due to the nature of the internal
geometry of this type of foam, and how true the representation of
this geometry by the model of �40�.

Conclusion
The heat transfer in open-cell metal foam with a low conduc-

tivity fluid as the coolant was investigated. An analytical model
was developed utilizing the typical parameters usually reported by
the foam manufacturers as well as the thermophysical properties
of the foam and the coolant. The model utilized the thermal equi-
librium assumption between the solid and the fluid phases in the
foam. A similarity solution for the temperature profile was ob-
tained using the error function. The model and its underlying as-
sumptions were verified by experiment for several aluminum
foam samples using air as the coolant. The results generally

Fig. 5 Temperature distribution for 10-ppi-thick foam sample:
„a… Rek=47.1, „b… Rek=51.2, „c… Rek=55.3

Fig. 6 Temperature distribution for 20-ppi-thick foam sample:
„a… Rek=29.1, „b… Rek=32.8, „c… Rek=63.9
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showed good agreement between the model’s prediction and the
experimental data for a range of permeability Reynolds numbers.
The model was generally more accurate for higher Reynolds num-
bers, and for foams with higher surface area densities.
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Nomenclature
d � ligament diameter

dp � pore diameter
cp � heat capacity of fluid

Da � Darcy number=�K /H
f � friction factor
h � convection heat transfer coefficient
H � height of foam sample
k � thermal conductivity
K � permeability
Pr � Prandtl number of air at room temperature

Preff � effective Prandtl number=Prkf /keff
Pe � Péclet number=RepPreff

ppi � number of pores per inch
ReK � Reynolds number based on

permeability=uD
�K /�

Rep � Reynolds number based on pore diameter
=uDdp /�

q� � heat flux
T � temperature
L � thickness of foam sample in flow direction
W � width of foam sample
U � nondimensional velocity=u /uD
u � volume-averaged pore velocity

uD � Darcean velocity
uo � average tunnel velocity entering foam
x � axial coordinate along the flow direction
y � transverse coordinate along foam sample
z � coordinate along width of foam sample

Greek
� � non-dimensional parameter in Eq. �8�
� � non-dimensional coordinate in flow direction
� � porosity
� � non-dimensional transverse coordinate
	 � dynamic viscosity
� � kinematic viscosity
� � dimensionless temperature
� � density of fluid
� � surface area per unit volume of foam
� � uncertainty

 � similarity transform, Eq. �12�

Subscripts
b � at the base �y=0�

eff � effective value
f � fluid
s � solid

� � ambient
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Direct Simulation of Transport in
Open-Cell Metal Foam
Flows in porous media may be modeled using two major classes of approaches: (a) a
macroscopic approach, where volume-averaged semiempirical equations are used to de-
scribe flow characteristics, and (b) a microscopic approach, where small-scale flow de-
tails are simulated by considering the specific geometry of the porous medium. In the first
approach, small-scale details are ignored and the information so lost is represented in the
governing equations using an engineering model. In the second, the intricate geometry of
the porous structures is accounted for and the transport through these structures com-
puted. The latter approach is computationally expensive if the entire physical domain
were to be simulated. Computational time can be reduced by exploiting periodicity when
it exists. In the present work we carry out a direct simulation of the transport in an
open-cell metal foam using a periodic unit cell. The foam geometry is created by assum-
ing the pore to be spherical. The spheres are located at the vertices and at the center of
the unit cell. The periodic foam geometry is obtained by subtracting the unit cell cube
from the spheres. Fluid and heat flow are computed in the periodic unit cell. Our objec-
tive in the present study is to obtain the effective thermal conductivity, pressure drop, and
local heat transfer coefficient from a consistent direct simulation of the open-cell foam
structure. The computed values compare well with the existing experimental measure-
ments and semiempirical models for porosities greater than 94%. The results and the
merits of the present approach are discussed. �DOI: 10.1115/1.2227038�

Introduction
Metal foams are a class of materials with low densities and

novel physical, mechanical, thermal, electrical, and acoustic prop-
erties. They offer great potential for use as lightweight structures,
and for energy absorption and thermal management applications
�1�. Metal foams can offer effective solutions to many thermal
management problems because of their large surface area to vol-
ume ratio and high permeability to fluids �2–4�.

Flows in porous media may be modeled using two major ap-
proaches: �a� a macroscopic approach, where volume-averaged
semiempirical equations are used to describe flow characteristics,
and �b� a microscopic approach, where the small-scale flow de-
tails are simulated by considering the specific geometry of the
porous medium. In the former approach, small-scale details are
ignored and the information so lost is represented in the governing
equations using an engineering model. In the latter approach, the
intricate geometry of the porous structures is accounted for and
the flow through these structures is computed. The latter approach
is computationally expensive if the entire physical domain were to
be simulated. Computational time can be reduced by exploiting
periodicity in situations where periodicity is obtained.

Resolution of flow and heat transfer at the pore scale is neces-
sary for a number of reasons when modeling metal foams. De-
tailed modeling of pore-scale heat transfer has been used to yield
the effective thermal conductivity of the foam for situations with
no flow. Existing models have frequently used idealized �and ap-
proximate� geometries assuming one-dimensional conduction heat
transfer with a free parameter that is adjusted to match experimen-
tal results �5,6�. Another use for pore-scale models is to better
characterize the pressure drop and local heat transfer coefficient
during flow and convective heat transfer through the foam.
Though there have been a few studies that take this approach
�7,8�, the range of Reynolds numbers considered does not ad-

equately cover metal-PCM systems where the pore Reynolds
numbers are very small �Re�1� �9�. The geometric representation
of the foam varies greatly in the literature. Past investigators have
represented the open-celled foam structure using �i� simple cubic
unit cells consisting of slender circular cylinders �3�, �ii� cubic
unit cells consisting of square cylinders �10�, �iii� truncated tetra-
kaidecahedron unit cells with triangular strands �fibers� �7�, and
�iv� a Weaire-Phelan unit cell �8�. Results from these models have
included effective thermal conductivity and pressure drop calcu-
lations, but no information has been reported on local heat trans-
fer. The local heat transfer coefficients are very important for clos-
ing �coupling� the solid and fluid energy equations in the two-
medium volume-averaged models �9,11–13�. Also, the unit cell
used to predict effective thermal conductivity is frequently differ-
ent from the ones used for flow calculations �14�. Our objective in
the present study is to obtain the effective thermal conductivity,
pressure drop, and local heat transfer coefficient from a consistent
direct simulation of the open-cell foam structure.

Foam Geometry
A three-dimensional periodic module is identified for the direct

simulation of open-cell foams. The geometry chosen should be
space filling and should have minimum surface energy. This is
required because of the nature of the foaming process. A popular
method for foaming metals such as aluminum is by blowing a
foaming gas through molten metal with ceramic particles �used
for stabilization� from below �1�. The gas bubbles developed are
free to move around and pack themselves. The liquid metal accu-
mulates at the interstices of the bubbles. For the process to reach
a steady state, the bubbles must attain an equilibrium, i.e., a mini-
mum surface energy state. Once the molten foam is solidified, the
open-cell foam is rolled into sheets or into any other desired form
�1�. Until recently, the body-centered-cubic �BCC� structure �simi-
lar to Kelvin’s tetrakaidecahedron unit cell �15,16��, has been
shown to have minimum surface-area to volume ratio compared to
all other space filling structures �17�. Figure 1 shows a schematic
diagram of a BCC unit cell. Though other choices such as the
Weaire-Phelan �WP� unit cell are possible to model, a BCC unit
cell model is used here for simplicity.
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In the present approach for foam geometry creation, the shape
of the pore is assumed to be spherical and spheres of equal vol-
umes are located at the vertices of the cell and at the center of the
unit cell. The ideal periodic foam geometry is obtained by sub-
tracting the unit cell cube from the spheres located at the body
centers and vertices of the cube, as shown in Fig. 2. For open-cell
structures, the sphere radius must be larger than half the side of
the cube. The cross section of the foam ligaments are convex
triangles �Plateau borders� and they all meet at symmetric tetra-
hedral vertices �17�. It may be noted that there is a nonuniform
distribution of metal mass along the length of the ligament with
more mass accumulating at the vertices �nodes�, resulting in a
thinning at the center of the ligament, as experimentally observed
in foam samples by many authors �1,6,14,18�. Figure 3 shows
some sample open-cell structures. The distinguishing feature of
this approach is that �i� the geometry creation is simple; �ii� it
captures many of the important features of real foams; and �iii�
meshing of the geometry is easier compared to the approach car-
ried out in �8� for modeling pressure drop. In �8�, the foam was
represented by an ideal Weaire-Phelan unit-cell obtained using
Surface Evolver, a surface minimization software package. The
idealized geometry was exported to a mesh generation program.
After a series of post-processing steps on the geometry obtained
from Surface Evolver, an unstructured volume mesh was gener-
ated for CFD calculations.

The expression for the porosity of the periodic module and the
fluid inlet area of the periodic face can be obtained by accounting
for the overlapping sphere volumes and circle areas, respectively.
The intersection volume �lens volume� between two overlapping
spheres is given by the relation

Vint =
�

12
�4R + s��2R − s�2, �1�

where s is the center-to-center distance between the in-line
spheres and R is the radius of the sphere. The body-centered
sphere intersects with eight spheres on the vertices of the cube and
hence the volume of the sphere at the body center of the cube is

Vbc� =
4�

3
R3 − 8�Vint

2
� �2�

In addition to the sphere at the body center, there is one additional
sphere volume contributed by the eight segments of the sphere at
the vertices. Hence the total sphere volume not accounting for the
spherical caps �see Fig. 2�b�� at the intersection between the face
of the cube �plane� and the spheres is twice the Vbc� given in Eq.
�2�. The volume occupied by the spherical cap �the protruding
volume from the unit cube for sphere diameter larger than length
of the cube� due to a sphere intersecting a plane is given by the
expression

Vsc� =
�

3
�R − a/2�2�2R + a/2�

There are six spherical caps for the six corresponding faces of the
cube and hence the volume of the fluid space in the cube is given
by the expression

Vf� = 2�4�

3
R3 −

�

3
�4R + s��2R − s�2 − 2��R − a/2�2�2R + a/2��

and, hence, the porosity is given by the relation

Fig. 1 Schematic of the body-centered-cubic model

Fig. 2 Schematic diagram of „a… the geometry creation and „b…
a periodic unit cell

Fig. 3 Sample images of „a… the Representative Elementary
Volume „REV… and „b… the computational mesh of the solid-
foam „fluid zone grid points are omitted for clarity…
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� =
Vf�

V

=

2�4�

3
R3 −

�

3
�4R + s��2R − s�2 − 2��R − a/2�2�2R + a/2��

a3

�3�

In the above expressions, a is the length of the side of the unit
cell. Similarly, the inlet face area for the fluid can be obtained by
subtracting the circle area and the intersection area between the
sphere and the plane from the face area. The inlet face area is
given by the expression

Ain,f = �R2 − 2�2R2 cos−1� s

2R
� −

1

2
s�4R2 − s2	 + ��4R2 − a2

4
�
�4�

It should be noted that the center-to-center distance ��3a/2� for
the volume �porosity� calculation is different from the center-to-
center distance �a /2� for the area calculation. An effective pore
diameter was extracted, setting Eq. �4� equal to the area of an
equivalent circle. It should be noted that exactly at a sphere radius
of 0.5, the BCC structure ceases to be a complete open structure,
and the corresponding porosity at this condition is 0.94. The im-
plications of this porosity on model fidelity will be discussed later
in this paper.

Mathematical and Numerical Modeling

Flow and Temperature Periodicity. Consider a module with

periodic boundaries separated by a constant translation vector �L� �,
as shown in Fig. 4. For simplicity, a two-dimensional domain is
shown. This module represents one of a series of periodic modules

translated by L� . It should be noted that there may be other periodic
boundaries in the module, but there is no net inflow through any
of these boundaries. For periodic boundaries, according to �19�,
the following relationship holds for the velocity and the pressure
at any position r�:

ui�r�� = ui�r� + L� � = ui�r� + 2L� � = ¯

P�r�� − P�r� + L� � = P�r� + L� � − P�r� + 2L� � = ¯

For periodic flows, the pressure gradient can be divided into
two components – the gradient of the periodic component, �p� /�xi,
and the gradient of a linearly varying component, ��p̄ /�xi�e�L:

�P

�xi
= −

� p̄

�xi
e�L,i +

�p�
�xi

where eL,i is the ith component of the unit vector in the direction

L� .
For given heat-flux boundary conditions, the shape of the tem-

perature field becomes constant from module to module. Conse-
quently, the periodic condition for the temperature is given by

T�r�� − Tb�r�� = T�r� + L� � − Tb�r� + L� � = T�r� + 2L� � − Tb�r� + 2L� � = ¯

Here the bulk temperature Tb is defined as


 

A

�uieL,i�T dA


 

A

�uieL,i�dA

= 0

where A is the area of the cross section.

Governing Equations. The governing flow and heat transfer
equations for periodic fully developed incompressible, steady flow
of a Newtonian fluid are �19,20�

�

�xi
��ui� = 0 �5�

�

�xj
��uiuj� =

�p

�xi
+

�

�xj
��

�ui

�xj
�

i

−
� p̄

�xi
eL,i �6�

�

�xi
��uiCpT� =

�

�xi
�k

�T

�xi
� �7�

The above equations assume that the flow is thermally and hydro-
dynamically fully developed. In Eq. �6�, the terms involving
�2 /�x2 have been included to account for the large local stream-
wise gradients that may occur in periodically fully developed
flows. The quantity �p̄ /�xi in Eq. �6� is assigned a priori, and
controls the mass flow rate through the module, and hence the
pore Reynolds number. In order to sustain periodicity, all fluid
properties are assumed to be independent of temperature. It should
be noted that on the solid bounding walls a no-slip boundary
condition is imposed for the velocities and a constant heat flux is
specified for the energy equation. Details of the mathematical
model are available in �19�. An extensive treatment of the numeri-
cal method for the periodic flow and heat transfer on unstructured
meshes along with the implementation is given in �20�.

The periodic unit cell geometry was created using the commer-
cial software GAMBIT �21�. The geometry was meshed using
hybrid �tetrahedral and hexagonal� elements in GAMBIT by
specifying the minimum edge length. The mesh so created was
exported to the commercial code FLUENT �22� for flow simula-
tions. A second-order upwind scheme was used for the flow and
heat transfer calculations. A colocated pressure-velocity formula-
tion in conjunction with the SIMPLE algorithm was used for ob-
taining the velocity fields, and the linearized systems of equations
are solved using an algebraic multigrid algorithm. Details of the
numerical method may be found in �23�. The calculations were
terminated when the �scaled� residual �22� had dropped below
10−7 for all governing equations.

Grid independence of the solution for the meshes used in the
present simulations was established. A pore Reynolds number of
20, a Prandtl number of 0.71, and a porosity of 0.965 were used
for this set of calculations. Grid sensitivity was tested on three
different grids: grid 1 �106,520 cells�, grid 2 �188,885 cells�, and
grid 3 �383,230 cells�. For grid 1, deviations of 2.6% and 0.5% in
the friction factor and Nusselt number were found with respect to
grid 3. For grid 2, the corresponding deviations with respect to
grid 3 were 0.9% and 0.4%. The calculations reported in this
paper were therefore performed on grid 2.

Results and Discussion

Effective Thermal Conductivity. In addition to the friction
factor and Nusselt number results described above, the effective
thermal conductivity of the foam is computed by considering heat
conduction through the solid structure, in the absence of fluid
flow. The effective thermal conductivity is computed numerically

Fig. 4 Schematic illustration of a periodic domain
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by solving the conduction heat transfer equation �� ·k �T=0�.
Only a single periodic module is used in the analysis. Using the
periodicity assumption, each module in the heat flow direction
experiences an equal temperature drop, i.e.,

�T�r�� = �T�r� + L� � = �T�r� − L� �
The numerical implementation of this type of periodic condition
in the unstructured finite volume framework is described in �24�.
Computations are performed by choosing an arbitrary temperature
drop �T across the module in the heat flow direction and finding
the resulting heat transfer rate at the periodic boundaries from the
simulation results. The effective thermal conductivity of the mod-
ule is then given by the expression

kef f =

−

Ap

J · dA

�TAp
�8�

In the above equation, J is the diffusion flux vector at the periodic
face obtained from the simulation, dA is the outward pointing
elemental face, area vector on the periodic face, and Ap is the area
of the periodic face. Computations are performed using a modified
version of the commercial code FLUENT �22�. It is noted that
conduction through the solid foam and the fluid are considered for
the calculation of the effective thermal conductivity of the mod-
ule.

Lemlich Theory. Lemlich �25� developed a theory to predict
the electrical conductivity of a polyhedral liquid foam of high
porosity. The electrical conduction is viewed as occurring only
through the Plateau border �ligament in the case of solid foams�
along its axis, and not through its periphery. He found that the
effective electrical conductivity of the foam was related to the
electrical conductivity of the liquid through the following relation:

�eff = �l

�1 − ��
3

�9�

This expression can be used for the effective thermal conductivity
of the solid foam by exploiting the analogy between Ohm’s law
and Fourier’s law, so that

keff = ks

�1 − ��
3

�10�

Figures 5�a� and 5�b� show the predicted effective thermal con-
ductivity from the simulations as a function of porosity for an
open cell foam saturated with air and water, respectively. Also
plotted in Fig. 5 are measured experimental values �6,26� and
results from semiempirical models in the literature �6�. It can be
seen from Fig. 6 that the present model compares well with the
experiments �both air and water� and the other models for porosi-
ties above 0.94. The foam geometry ceases to be “open” celled for
porosities below 0.94, as previously discussed. It may be recalled
that the models of Boomsma and Poulikakos �5�, Calmidi and
Mahajan �6�, and Bhattacharya et al. �14� employ an adjustable
free parameter to match the experiments of Calmidi and Mahajan
�6�. The computations in this paper employ no such adjustable
parameter; here, the attempt is to directly compute the effective
conductivity from a detailed description of the foam geometry. It
may be noted, however, that deviations from experimental data
reflect the inadequacy of the present geometric model at lower
porosities.

The Lemlich theory predicts the thermal conductivity values
well when the interstitial fluid is air �Fig. 5�a��, but is less suc-
cessful with water saturation �Fig. 5�b��. This deviation for water
is primarily due to the assumption of negligible heat exchange to
the interstitial fluid in the model, and also due to the ignored
contribution of nodal resistance at the tetrahedral vertices. In the
case of water �whose thermal conductivity is an order of magni-
tude higher than that of air� the heat exchange between the foam

ligament and interstitial fluid is significant. Equation �10� may
thus be used for very satisfactory order-of-magnitude estimates of
effective thermal conductivity of open cell foams.

Pressure—Drop and Heat Transfer Coefficient. For the cal-
culations presented in this section, a constant heat flux boundary
condition was imposed on the ligament walls. Hence, conduction
through the ligaments of the foam is neglected. The streamwise
diffusion term is retained in the momentum and energy equations
which govern the generalized fully developed regime �19�.

For a fluid flowing through a porous medium, boundary layer
growth is significant only over an axial length of order �� KuD� /�,
where uD is �K/��dP/dx. Similarly, the thermal boundary layer

Fig. 5 Effective thermal conductivity as a function of porosity
for aluminum foam saturated with „a… air and „b… water. The
thermal conductivity values used for aluminum, air, and water
are 218, 0.0265, and 0.613 W/mK, respectively †5‡
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development length is on the order of KuD/�. The flow penetra-
tion is usually on the order of �K, the characteristic length scale.
It should be noted that unlike packed beds of spheres, the porosity
and permeability for open-cell foams are constant even close to
the solid boundary, i.e., the porosity does not change near the
boundaries. In this section, a representative case of porosity
=0.965 with air being the interstitial fluid is explained first. In the
later part of the section we discusses the predicted variation of the
friction factor and local Nusselt number.

Figure 6 shows the predicted dimensionless u-velocity field
normalized using the mean velocity for a porosity of 0.965. The
Reynolds number based on the effective diameter of the pore is 50
and the Prandtl number is 0.7. The effective diameter for all the
computations is obtained by setting Eq. �4� equal to that of the
area of a circle and backing out the effective diameter. Figure 6�b�
shows the dimensionless velocity field on slices at discrete loca-
tions along the axial direction of flow. Also plotted in Fig. 6�b� is

the velocity field at y /L=0 to illustrate the axial flow. The flow
enters at the periodic inlet, x /L=−0.5. Periodic conditions are
specified on all the boundary faces of the cubic unit cell. The solid
boundaries are demarcated in white in the figure. From Fig. 6 the
boundary layer development at the solid boundaries can be seen.
Due to the resistance offered by the foam ligaments, the mean
velocities are higher in some regions. Figure 7 shows the dimen-

sionless temperature distribution ��T−Tb� / �T̄s−Tb�� in the fluid
for a porosity value of 0.965. As expected, the dimensionless tem-
perature at the periodic inlet is low and thermal boundary layers
can be clearly seen in Fig. 7�b�. For Pe	1, thermal dispersion
effects become important �27,28�. The calculation of thermal dis-
persion conductivity is beyond the scope of this paper and is being
considered in ongoing work.

Figure 8 shows the predicted normalized permeability of the
foam as a function of porosity. Also shown are the reported ex-

Fig. 6 Predicted results for „a… dimensionless velocity field,
and „b… dimensionless velocity field at different locations „x /L
=−0.4, 0.0, 0.4, and y /L=0…

Fig. 7 Predicted results for „a… dimensionless temperature
field and „b… dimensionless temperature maps at different loca-
tions „x /L=−0.4, 0 and 0.4, and y /L=0…
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perimental measurements from Bhattacharya et al. �14�. The per-
meability was normalized with the mean pore diameter of the
open cell. The permeability was calculated from Darcy’s law, K
=−��umean� / ��p̄ /�xi� where the umean was obtained from the
specified periodic inlet mass flow rate and using Eq. �4�. The
pressure drop was obtained as an output from the simulations. It
should be noted that the reported permeability values are averaged
values over a Reynolds number range of 1 to 10, i.e., in the linear
Darcy regime.

Friction factors for the different cases considered are shown in
Fig. 9 for porosities greater than 0.94. Also plotted in Fig. 9 are
the experimental correlations from Paek et al. �26� and Vafai and
Tien �29�. The friction factor is defined as

f =
�−

� p̄

�xi
��K

�umean
2

and in the Darcy regime, the friction factor �f� scales as the in-
verse of the modified Reynolds number based on the flow pen-
etration length �f =1/ReK�. From Fig. 9, it can be seen that for the
porosity and modified Reynolds number �ReK�1–10� ranges
considered in this study, the flow of both air and water through the
foam is still in the Darcy regime. Deviations from 1/ReK behavior
were observed near a modified Reynolds number of approxi-
mately 20 for both air and water.

The Nusselt number for the foam was also calculated for the
different cases considered and is defined as

Nu =
hD

kf
=

q�D

kf�T̄s − Tb�

In the above equation T̄s is the averaged temperature of the foam.
Figure 10 shows the predicted Nusselt number as a function of the
square root of the Peclet number. This scale is readily obtained by
balancing the convective and axial diffusive fluxes. Also plotted in
Fig. 10 is the correlation from Calmidi and Mahajan computed for
air and for a porosity of 0.973 �30�. While their original correla-
tion was based on the fiber diameter, it is rescaled here in terms of
the mean pore diameter, with 0.00402 and 0.0005 m as the fiber
and pore diameters, respectively �30�. The curves for air and wa-

ter, respectively, are seen to collapse to a single line �unique
slope� for Ped�30, but they have different slopes due to the dif-
ference in the Prandtl number.

Conclusions
In this paper we present a consistent approach to the simulation

of open-cell foam geometries for the study of effective thermal
conductivity, friction factor, and Nusselt number. A BCC unit cell

Fig. 8 Predicted normalized permeability of the foam as a
function of the porosity of the foam. Also plotted are experi-
mental data points from Bhattacharya et al. †14‡.

Fig. 9 Predicted friction factor as a function of Reynolds num-
ber based on the flow penetration length „�K…. Also plotted are
experimental correlations from Paek et al. †26‡ and Vafai and
Tien †29‡. Symbols are defined in Fig. 10.

Fig. 10 Predicted Nusselt number based on effective diameter
of the pore as a function of the square root of the Peclet num-
ber †Red Pr/ „1−�…‡. Also plotted is the correlation from Calmidi
and Mahajan †30‡.
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model is used with no adjustable geometric parameters to match
experiments for all three computations, unlike previous published
work. For porosities higher than 94% ��	0.94�, the predicted
effective thermal conductivity, friction factor, and Nusselt number
from the simulations compare reasonably well with the existing
experimental and semiempirical models. However, the predicted
effective thermal conductivity departs from measurements for
low-porosity foams that are no longer open-celled; alternative
geometric descriptions must be investigated at these lower porosi-
ties. For �	0.94, the effective thermal conductivity scales as
ks�1−�� /3 for the range of porosities investigated, while the fric-
tion factor and Nusselt number scale as 1/ReK and �Pe/ �1
−���1/2, respectively. It is expected that thermal dispersion effects
will be significant for Pe	1 �27,28�. The present study may be
extended to evaluate thermal dispersion effects, as is being done
in ongoing work.

Acknowledgment
Support for this work from industry members of the Cooling

Technologies Research Center, an NSF Industry/University Coop-
erative Research Center �www.ecn.purdue.edu/CTRC�, is grate-
fully acknowledged. The authors wish to thank Dr. Dawei Sun for
his help with AutoCAD.

Nomenclature
a 
 edge length of the unit cell, m
A 
 area, m2

Cp 
 specific heat capacity, J kg−1 K−1

D 
 diameter of the pore, m
Da 
 Darcy number

f 
 friction factor
h 
 heat transfer coefficient, Wm−2 K−1

J 
 diffusion flux vector, m2 s−1

K 
 permeability, m2

k 
 thermal conductivity, Wm−1 K−1

L 
 length of the periodic module, m
Nu 
 Nusselt number
q� 
 heat flux, Wm−2

Pr 
 Prandtl number
Pe 
 Peclet number
R 
 radius of the pore, m

Re 
 Reynolds number
s 
 center-to-center distance, m
T 
 temperature, K
t 
 time, s

u ,v ,w 
 velocities along x ,y ,z directions, ms−1

V 
 volume, m3

x ,y ,z 
 Cartesian coordinates

Greek Symbols
� 
 thermal diffusivity, m2 s−1

� 
 porosity
� 
 dynamic viscosity, kg m−1 s−1

� 
 density, kg m−3

Superscripts
− 
 average or mean

Subscripts
b 
 bulk

bc 
 body center
D 
 Darcian

eff 
 effective
f 
 fluid

in 
 inlet
int 
 intersection

s 
 solid
sa 
 surface area
sc 
 spherical cap
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Drag and Heat Transfer Reduction
Phenomena of Drag-Reducing
Surfactant Solutions in Straight
and Helical Pipes
Flow drag and heat transfer reduction phenomena of non-ionic aqueous surfactant so-
lutions flowing in helical and straight pipes have been experimentally investigated at
surfactant solution concentration range of 250–5000 ppm and temperature range of
5–20°C. The helically coiled pipes have curvature ratios range of 0.018–0.045. Experi-
mental findings indicate that the friction factors and the heat transfer coefficients of the
surfactant solution in helical pipes are significantly higher than in a straight pipe and
lower than Newtonian fluid flow like water through the same coils in the turbulent drag
reduction region. Drag reduction and heat transfer reduction increase with an increase in
surfactant solution concentration and temperature in the measured concentration and
temperature ranges. On the other hand, they decrease with increasing of the curvature
ratio. A set of empirical expressions for predicting the friction factor and the average
Nusselt number for the surfactant solution’s flow through helical and straight pipes have
been regressed based on the obtained data in the present experiments.
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1 Introduction
The drag reduction phenomenon has been known for more than

five decades. In the pioneering study of Toms and Mysels �1�, they
independently observed that at constant pressure gradient, the tur-
bulent flow rate could be increased by the addition of polymer or
surfactant to a Newtonian solvent. Nowadays, there are a great
number of practical engineering applications that make use of this
phenomenon. One of the most attractive applications is to reduce
the pumping power of circulating flows like district heating and
cooling �DHC� systems, especially by using surfactant additives.
Surfactants �a very convenient abbreviation of “Surface-active
agents”� have a definite advantage over other drag reducing addi-
tives, like polymers, that their structures are thermodynamically
stable and self-assemble quickly after degradation, which allows
them to be reused in circulation flows �1,2�. However, accompa-
nying the drag reduction is a heat transfer reduction; this heat
transfer reduction is beneficial for long distance transport of hot or
cold fluids, but detrimental for the applications utilizing heat ex-
change devices where heat exchange is essential, like DHC sys-
tems. Methods to temporarily enhance the heat transfer ability of
drag reducing surfactants in heat exchangers and regaining drag
reduction properties downstream of the heat exchangers have been
reviewed by Qi et al. �3�. Much more is known about flow drag
and heat transfer reduction in straight channels and pipes than
about phenomenon in helical pipes, despite the fact that flow in
helical pipes is a fundamental problem.

Due to the occurrence of a secondary flow in planes normal to
the main flow, heat and mass transfer in helical pipes are signifi-
cantly higher than a straight pipe. Also, because of their compact
structure and high heat transfer coefficient, helical pipes have
been introduced as one of the passive heat transfer enhancement

techniques. Helical pipes are frequently used in many engineering
applications to enhance the process of heat and mass transfer,
including domestic hot water heaters, chemical process reactors,
industrial and marine boilers, well drilling, completion, and stimu-
lation operations in the petroleum industry, kidney dialysis de-
vices, and blood oxygenators, among many others �4,5�.

It is rather surprising to find that, despite its important applica-
tions, the flow of drag-reducing fluids in curved and helical pipes
has received much less attention in the literature than its Newton-
ian counterpart.

In the present article the flow drag and heat transfer reduction
characteristics of nonionic aqueous surfactant solution in helically
coiled pipes are investigated experimentally and compared to a
straight pipe.

2 Experimental Facility and Procedure
A schematic diagram of the experimental apparatus featuring its

main components and instrumentation is shown in Fig. 1. A
2 m-long straight entrance section was used to provide a well
developed and stable inlet velocity distribution. Three helical
stainless steel pipe test sections of different coil diameters were
used in the experiments with an outer pipe diameter of 16 mm and
inner diameter of d=14.4 mm, with ten turns. The curvature ratios
�pipe-to-coil diameter ratio �=d /D� are �=0.045, 0.027, and
0.018. Otherwise, a 1.5 m length straight pipe test section was
prepared to measure the straight pipe friction factor and heat
transfer. The details of the geometry of the helical pipes are illus-
trated in Fig. 2. The geometric parameters of the helical pipes and
the straight pipe test sections are provided in Table 1. Water or the
aqueous oleyldihydroxyethylamineoxide �ODEAO� surfactant so-
lution as a test fluid from a constant temperature tank was circu-
lated by a centrifugal pump with variable-speed controller through
a 5 m pipe length to the straight entrance section before entering
the test sections; the test liquid flow rate was measured using a
magnetic flow meter with measuring accuracy of ±0.5% and re-
peatability of ±0.1%.
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Pressure-loss �P in the axial direction of the test sections was
measured using a calibrated differential pressure transducer con-
nected with pressure taps mounted on the inlet and exit of the test
sections, and in cases of low pressure loss using manometers. The
estimated accuracy of pressure-loss measurements is ±1.5% of the
full range chosen considering the pressure transducer accuracy.
The friction factor f was calculated by the following equation:

f =
�P

�L/d��1/2��Um
2 �1�

where � is the test liquid density at mean bulk temperature and Um
is the mean axial velocity of the test liquid.

The heat transfer experiments were carried out under uniform
heat flux boundary condition. The test sections were heated di-
rectly by passing an electric current through the test sections. The

constant heating currents provided by an alternative current �ac�
power supply connected directly to the inlet and outlet of the test
sections by means of customized copper clamps providing very
good electrical contact that allowed for varying the heating power.
The boundary condition of a uniform heat flux could reasonably
be assumed for the current study. The heat flux of the series of
experiments ranged from 0.67 to 8.9 kW/m2 for the straight pipe
and from 0.14 to 5.0 kW/m2 for the helical pipes.

The wall temperature of the coils was measured along the
heated length at 40 axial stations with axially increasing spacing
utilizing T-type thermocouples mounted on the top side of the
coils. Pre-experiments have been done to check the validity of
setting the wall temperature thermocouples on the top position by
setting thermocouples on the top, bottom, outer, and inner sides of
the helical pipe periphery in some sections along the coils. The
maximum deviation of the top position wall temperature from the
average wall temperature was within ±0.5% and the maximum
temperature difference between the inner and outer walls in the
pre-experiments was 0.7°C. It is concluded from the pre-
experiments that the top position wall temperature is representa-
tive of the average wall temperature in the periphery direction.
Moreover, two previous studies �6,7� under the constant heat flux
wall condition also observed that the local heat transfer coefficient
�or Nusselt number� is the highest on the outer side of the coiled
pipe, the lowest on the inner side, and average value on the top
and the bottom sides. It should be emphasized, however, that if the
difference between the inner and outer walls temperature is large
enough, then selecting the top position depending on simple av-
eraging might not be accurate to calculate the local heat transfer
coefficients.

Another two T-type thermocouples were set in the inlet and
outlet of the test coils for test liquid bulk temperature measure-
ments. Due to the method of heating, it was reasonable to assume
a linear increase in the bulk temperature across the heated length.
All thermocouples were connected to a data acquisition system.
Before installation, all thermocouples were calibrated against a
standard precision thermometer and demonstrated an accuracy of
±0.1°C. After the thermocouples were installed, the test section
was wrapped with 100 mm thickness of glass wool insulating ma-
terial to minimize the heat loss from the test coil to the environ-
ment. The maximum heat loss was estimated within ±3.0% of the
amount of heat evolved from the heated coil.

Heat transfer experiments were performed for water and
ODEAO surfactant solution at different temperatures and concen-
trations. Each test run started after achieving the steady state of
the differential pressure, temperatures, and flow rate at each mea-
suring point. For the constant heat flux boundary condition, the
local Nusselt number is defined as:

Nux =
q�d

k�Tw − Tb�
�2�

where Tw is the local wall temperature, Tb is the test liquid bulk
temperature at the same cross section, q� is the power input per
unit area at the coil-liquid interface, and k is the thermal conduc-
tivity of the test liquid. The thermophysical properties of the sur-
factant solution were estimated at the mean bulk temperature. Ex-
cept viscosity, it is a common practice to use the thermophysical
properties �density, specific heat, and thermal conductivity� of the
solvent �here it is water� in data reduction of surfactant solutions.
To minimize the variation in the test liquid properties and the
effect of natural convection, the bulk temperature increases
�Tb,out−Tb,in� during the experiments were strictly controlled and
kept below 4.5°C, and the maximum temperature difference be-
tween the inlet temperature of the test fluid and the wall tempera-
ture at the exit from the helical pipe test sections was less than
6°C. Average Nusselt number was calculated by integrating the
local values over the entire length of the helical pipe test sections.

Based on the measurements of different variables, the major
parameter uncertainties were estimated by the method recom-

Fig. 1 Schematic diagram of the experimental apparatus

Fig. 2 Geometry of the helical pipe test section

Table 1 Geometrical parameters of the test sections

Test
Sect.

d
�mm�

do
�mm�

D
�mm�

H
�mm� �=d /D L /d

No. of
Turns

Coil 1 14.4 16 320 32 0.045 694 10
Coil 2 14.4 16 540 32 0.027 1180 10
Coil 3 14.4 16 800 32 0.018 1746 10

S.P. 16 22 ¯ ¯ ¯ 94 ¯
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mended by Moffat �8�. The uncertainties of the thermoproperties
�except ODEAO solution viscosity� were determined by compar-
ing the correlations used in data reduction with the tabulated val-
ues in handbooks plus the uncertainties of the original data if
available. Table 2 summarized the uncertainties results.

3 Rheological Properties of Surfactant Solution
The drag-reducing surfactant used in the present study was a

mixture of the non-ionic surfactant oleyldihydroxyethylamineox-
ide �ODEAO, C22H45NO3=371� in the amount of 90% and the
zwitterionic surfactant cetyldimethylaminoaciticacidbetaine
�CDMB, C20H41NO2=327� in the amount of 10%, CDMB was
added to the ODEAO in order to avoid the chemical degradation
due to ionic impurities existing in tap water �9�. The chemical
structure of the surfactant is shown in Fig. 3. From this point
forward, the used surfactant will be abbreviated as ODEAO. Non-
ionic surfactants like ODEAO are known as environmentally ac-
ceptable drag-reducing additives. The proposed ODEAO solution
has a less eco-toxicity �lethal dose �LD50� of 5000 mg/kg and
lethal concentration �LD50� of 0.6 mg/L in 24 h�, and better bio-
degradability �elimination percentage of 62% �OECD� test� than
many other surfactants.

Many authors who studied drag-reducing surfactant systems
�10–12� have stated that viscoelastic rheological properties of the
surfactant solutions are responsible for the occurrence of drag
reduction. However, Lu et al. �13� reported an effective drag-
reducing surfactant system which lacks normal viscoelasticity
characteristics. It did, however, exhibit high apparent extensional
viscosity. On the other hand, there are strong indications for a
relationship between drag reduction and extensional viscosity
�13,14�.

Due to the difficulties in measuring both viscoelasticity and
extensional viscosity of dilute and semi-dilute surfactant solu-

tions, only the shear viscosity of the surfactant solution was mea-
sured in the present study using a Brookfield viscometer. Surfac-
tant concentration range for the surfactant solution used in the
present study was from C=250 ppm to 5000 ppm and tempera-
ture range from T=5 to 20°C. The measuring accuracy of the
viscometer was examined by using distilled water as a reference
fluid. The obtained results of the distilled water agreed with the
reference data within a standard deviation of 1.9%. The viscous
characteristic of the ODEAO surfactant solution is expressed by
the following power law model with two constants:

� = K�̇n �3�

where � is the shear stress and �̇ is the shear rate. The consistency
index �or pseudoplastic viscosity� K and the power law exponent
�or flow behavior index� n for the ODEAO surfactant solution
were determined using the shear stresses and shear rates measured
using the viscometer at different concentrations and temperatures.

Figure 4 shows the relation between � and �̇ for the ODEAO
solution at 20°C and different concentrations, data for concentra-
tions C=1000 ppm up to 3000 ppm indicates Newtonian behavior
�having a slope of unity�. The relationship between both of K and
n and the surfactant solution temperature at different concentra-
tion C is shown in Fig. 5. It is seen from Fig. 5 that the consis-
tency index K value increases drastically with increasing concen-
tration C in the range of C�3000 ppm and temperature T
�25°C. The value of K decreases with an increase in temperature
at the same concentration. Figure 5 shows that the ODEAO sur-
factant solution almost behaves as a Newtonian fluid �n=1� for C
up to 3000 ppm, and behaves as a pseudoplastic fluid �n�1� for
C�3000 ppm.

It is intriguing that even if the ODEAO surfactant solution be-
haves as a Newtonian fluid for surfactant concentrations up to
3000 ppm, the turbulent drag reduction effect appears, as will be
shown later in the present study.

4 Results and Discussion

4.1 Flow Drag Reduction. The pressure drop measurements
have been conducted along the helical and straight pipes. Figure 6
shows the relationship between the friction factor f and the Rey-
nolds number Re or the modified Reynolds number Re� �Re in
case of water and Re� in case of ODEAO surfactant solution� for
the helical pipes and the straight pipe at surfactant concentration
of C=1275–1756 ppm and at temperature of 20°C. The modified
Reynolds number Re� introduced by Metzner and Reed �15� is
defined as follows:

Table 2 Experimental uncertainties

Flow rate ±0.5% Pipe diameter ±0.7%
Temperature ±0.1°C Velocity ±1.5%
Heat flux ±1.5% Friction factor ±3.4%
Density ±0.25% Reynolds number ±2.2%
Conductivity ±0.2% Dean number ±2.4%
Viscosity ±1.9% Nusselt number ±11%

Fig. 3 Chemical structure of surfactant

Fig. 4 Relationship between � and �̇
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Re� = 81−n�3n + 1

4n
�−n��Um

2−ndn

K
� �4�

If n is equal to one, Eq. �4� becomes the conventional relationship
for Newtonian fluids. The dashed lines in Fig. 6 show calculated
water friction factor f in the straight pipe for laminar flow �fSL
=64/Re� and turbulent flow �fST=0.3164/Re0.25�. The solid lines
in Fig. 6 represent Eq. �5� proposed by Manlapaz and Churchill
�16� and Eq. �6� introduced by Mishra and Gupta �17� for New-
tonian fluid flow through helical pipes for laminar and turbulent
flow, respectively. The obtained data of friction factor for water in
the present experiments agree well with straight pipe Newtonian
equations and both Eqs. �5� and �6�.

fCL = fSL�1 + �1 +
�

3
�2 Dn

88.33
�1/2

�5�

fCT = fST + 0.03���1/2 �6�

where � is the curvature ratio ��=d /D, pipe-to-coil diameter ratio�
and Dn is the Dean number defined as:

Dn = Re�1/2 �7�

Equation �5� available for Dn�40, and Eq. �6� provided that
Recrit�Re�105, 0.289�10−2���0.15, and 0�H /D�25.4,
where Recrit is the critical Reynolds number from laminar flow to
turbulent flow through helical coils proposed by Ito �18� �Recrit
=2�104 �0.32�.

Both Equations �5� and �6� should account for pitch effect using
the diameter of curvature instead of the coil diameter when the
pitch H is greater than the coil radius D /2 �16�, which is not
applicable in the present study.

It is evident from Fig. 6 that the present experimental data for
water and the ODEAO surfactant solution agree well with the
Newtonian fluid flow correlations in the straight pipe �Re
�2300� and the helical pipes �Re�Recrit� in the laminar region.
On the other hand, the turbulent friction factor data of the
ODEAO surfactant solution falls below the Newtonian fluid flow
correlations in the straight pipe and the helically coiled pipes.

It is clear that transition from laminar flow to turbulent flow in
the helical pipes as well as the straight pipe happened at higher
Re� values than water, the laminar flow line is extended up to
Re�=5.17�104, 2.25�104, 3.5�104, and 4.1�104 according to
straight pipe, coil 1, coil 2, and coil 3, respectively. Therefore, the
ODEAO surfactant solution has the flow drag reduction effect in
the helically coiled pipes as well as in the straight pipe. This effect
can be explained by the turbulence suppression �or flow laminar-
ization� of the turbulent energy dissipation due to the high ordered
networks of the rod-like micelles structure of the ODEAO surfac-
tant in the solution. Transition to turbulent flow occurs when the
surfactant solution exceeds the critical wall shear stress under the
strong mechanical load at high velocity. Also, the maximum drag
reduction asymptote for surfactant solutions flow through straight
pipes proposed by Zakin et al. �19� is indicated in Fig. 6. This
maximum drag reduction asymptote is approximately valid in the
range between 4000�Re�130,000 and is based on the solution
shear viscosity:

f = 1.26Re−0.55 �8�

Unfortunately, such an equation is not yet available for helically
coiled pipes flow. However, it seems that from Fig. 6 the exten-
sion of the laminar flow line may be the maximum drag reduction
asymptote for coiled pipe flow if the laminar flow behavior could
be sustained.

4.1.1 Temperature Effect. The friction behavior in the
turbulent-flow regime depends strongly on the temperature. Figure
7 shows the friction behavior of aqueous ODEAO solution for
various temperatures in coil 3 and the straight pipe. It is under-
stood that the critical modified Reynolds number Recrit� increases
with an increase in temperature in the measured range �T
=5–20°C�. This would be related to the critical wall shear stress.
The wall shear stress �w as a function of the mean flow velocity
Um is shown in Fig. 8 for the ODEAO surfactant solution flow
through coil 3 and the straight pipe at concentration C=1409 and
1756 ppm, respectively, and different temperatures. The wall
shear stress given by

�w =
d�P

4L
�9�

The critical wall shear stress �wc is the stress which is reached at
the critical velocity when drag reduction starts to decrease and can
be identified in Fig. 8 as a sudden change in the shear stress slope.
It is noticed that the �wc increases with temperature at the same
concentration in both helical pipe ��wc=2.0, 2.3, 5.8, and 14.9 Pa
at T=5, 10, 15, and 20°C, respectively� and the straight pipe

Fig. 5 Relationship between K and n with temperature, at dif-
ferent concentrations

Fig. 6 Friction behavior of aqueous ODEAO solution in the
helical and straight pipes
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��wc=3.1, 3.4, 6.4, and 9.7 Pa at T=5, 10, 15, and 20°C, respec-
tively�.

4.1.2 Concentration Effect. ODEAO surfactant concentration
C effect on the friction factor is shown in Fig. 9 with the relation
between the friction factor f and the Reynolds number Re or the
modified Reynolds number Re� for laminar and turbulent flow
through the straight pipe �Fig 9�a�� and coil 1 �Fig. 9�b�� at tem-
perature T=10°C and different concentrations. It can be noticed
that the increase in concentration of the surfactant results with an
increase in the critical modified Reynolds number Recrit� , since the
increase in concentration strengthens the network’s structure of
the rod-like surfactant micelles. It is seen in Fig. 9 that for con-
centrations up to about 1400 ppm the drag reduction effect is
small. On the other hand, for higher concentrations
�1760–3440 ppm� the effect is strong. However, increasing the
concentration from 1760 up to 3440 ppm has a little effect on drag
reduction. A possible reason is the network’s structure of the rod-
like surfactant micelles became saturated and increasing the con-
centration more will not be effective.

4.1.3 Curvature Effect. Curvature is an essential parameter of
a helical pipe. It creates the secondary flow inside the pipe. The
effect of curvature can be seen in Fig. 6. It can be observed that
the friction factors for all the coils are higher than the friction
factor in case of the straight pipe due to the secondary flow at the
same Reynolds number or the modified Reynolds number. Also,

the higher the curvature ratio ��=d /D�, the larger the friction
factor, since the increase in curvature ratio increases the secondary
flow intensity, thereby increasing the pressure drop or the wall
shear stress �w at the same Re�.

4.2 Wall Temperature Distribution. The axial variation in
wall temperature is presented in Fig. 10 for water and surfactant
solution flow through coil 1 and coil 2. The following definitions
were used for the dimensionless variables, X and 	:

X =
x

Lt
and 	 =

Tw − Tb,in

Tb,out − Tb,in
�10�

where x denotes the distance from the entrance of the helical pipe;
Lt represents the pipe length of one turn of the test section; Tw is
the wall temperature at the location x; and Tb,in and Tb,out are the
inlet and outlet bulk temperatures, respectively. The obtained re-
sults in Fig. 10 reveal that the temperature field exhibits cyclic
oscillations in the thermal entrance region of the coiled pipes for
water �Fig. 10�a�� and the ODEAO surfactant solution �Fig. 10�b��
too.

The cyclic behavior of the temperature field along the length of
the coils with Newtonian fluids was reported by the previous in-
vestigations �Seban and McLaughlin �20�, Janssen and Hoogen-
doorn �21�, Dravid et al. �22�, and Austen and Soliman �23��. The
amplitude of the oscillations is seen to increase as the Dean num-
ber Dn or the modified Dean number Dn� �Dn�=Re��1/2� in-
creases. These oscillatory characters of the wall temperature are
due to the circulatory secondary flows resulting from the centrifu-
gal force. The sharp variation in the wall temperature appears
since the strong secondary flow brings the test liquid particles
from different temperatures regions into the heating wall under the

Fig. 7 Temperature effect on friction behavior of aqueous
ODEAO solution in coil 3 and the straight pipe

Fig. 8 Wall shear stress �w as a function of the mean flow
velocity Um

Fig. 9 Concentration effect on friction factor: „a… Straight pipe
„b… coil 1 „T=10°C…
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constant wall heat flux.
It can be noted from the results that the achievement of the fully

developed temperature field is indicated by the wall temperature
rising steadily parallel to the linearly increasing fluid bulk tem-
perature. Also, it is seen that after two turns �X�2�, the tempera-
ture distributions along the wall are almost parallel to the linear
water or surfactant solution bulk temperatures, which suggest that
the temperature field within the helical pipes is fully developed.
This finding has been confirmed in a previous study of convective
heat transfer characteristics in helical pipes under the constant
heat flux condition by Xin and Ebadian �6�.

4.3 Nusselt Number Distribution. The development of the
local Nusselt number Nux with axial location in the three coils,
with surfactant solution at almost the same concentration at 20°C,
is depicted in Fig. 11. In the early developing stage, which is
known by the Leveque region �22�, Nux reaches its minimum
value since the thermal boundary layer is very thin, and the tem-
perature field penetration into the secondary flow field is insuffi-
cient for the effect of the latter to become significant. The previ-
ous reports �22,24,25� mentioned that this early stage should
happen in a very short distance of �x /d�5–8� from the entrance
to test sections. After the early stage, Nux experiences an oscilla-
tory state, in which the value of Nux is oscillatory with the axial
distance along the coils before it is fully developed. It is noted that
for the case of smaller � �Fig. 11�c��, one obvious peak value of
Nux appears. On the other hand, for the case of larger � �Fig.
11�a��, two obvious peak values of Nux are found with the higher
Re�. It has been confirmed that the oscillation of Nux is due to the
secondary flow in helical pipes. The oscillatory behavior of Nux
had been reported previously in the numerical studies by Acharya
et al. �24�, Lin and Ebadian �25�, and Patankar et al. �26�.

The effects of Re� on the Nux are shown in Fig. 11. With the

increase of Re�, the value of Nux at every axial location increases
and the oscillation of Nux is strengthened. It is revealed that the
oscillation of Nux is enhanced and its magnitude increased with
the higher curvature ratio �.

Fig. 10 Dimensionless wall temperature distribution along the
coiled pipes: „a… Coil 2 water at 20°C „b… Coil 1 ODEAO solution
2530 ppm and 20°C

Fig. 11 Variation of Nusselt number Nux with axial distance
along the coiled pipes at almost same concentration and at
20°C: „a… Coil 1, „b… coil 2, „c… coil 3
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4.4 Heat Transfer Reduction.

4.4.1 Average Nusselt Number. The average Nusselt number
Nu can be determined by integrating the local values over the
entire length of the helical pipe test sections using the following
equation:

Nu =
1

L	0

L

Nuxdx �11�

The relationship between the average Nusselt number Nu and Re
for water and Re� for the surfactant solution flow through the coils
and the straight pipe is shown in Fig. 12.

The dashed line shows the predicted Nu for Newtonian
fluids in a straight pipe for both laminar �NuSL=1.86
�Re Pr d /L�1/3�
 / /w�0.14� and turbulent �NuST=0.027 Re0.8

Pr1/3�
/
w�0.14� flow, and the solid lines indicate the Nu for New-
tonian fluids in helical pipes for both laminar and turbulent flow
with uniform heat flux condition by the following Eq. �12� pro-
posed by Manlapaz and Churchill �27�, and turbulent flow by Eq.
�13� given by Mori and Nakayama �28�.

NuCL = 
�48

11
+

51/11

�1 +
1342

Pr Dn2�2�
3

+ 1.816� Dn

1 +
1.15

Pr
�

3/2


1/3

�12�

NuCT =
Pr0.4

41.0
Re5/6�1/12�1 + 0.061�Re �2.5�−1/6� �13�

Also, the maximum heat transfer reduction asymptote for flow
through straight pipes proposed by Cho and Hartnett �15� is indi-
cated in Fig. 12, which is given by

Nu = 0.13� x

d
�−0.3

�Re��0.6�Pr��1/3 �14�

Equation �14� is recommended for viscoelastic aqueous polymer
solutions for Re��6000 and for x /d�450. Pr� is the modified
Prandtl number which is defined as �15�:

Pr� =

CP�3n + 1

4n
�n

K�8Um

d
�n−1

k
�15�

The obtained water data in the present experiments agree with
these equations for laminar and turbulent flow within a maximum
deviation of ±9%. It is also seen that the Nu data of the ODEAO
surfactant solution are slightly over the prediction Eq. �12� in the
laminar flow region. On the other hand, the Nu data of the surfac-

tant solution are remarkably below Eq. �13� in the turbulent flow
region since the ODEAO surfactant as a turbulent drag reducing
additive suppresses the turbulence velocity fluctuations as men-
tioned in the former part 4.1 on flow drag reduction, dampening
the turbulence velocity fluctuations results in a decreased transport
of energy due to mixing. Moreover, Sellin et al. �29� argued the
heat transfer reduction that accompanied the drag reduction is
caused by the thickening of the viscous sublayer near the heated
wall which causes an increase in the thermal resistance between
the wall and the bulk fluid and therefore a reduction in the rate of
heat transfer.

4.4.2 Temperature Effect. From Fig. 13, it is noticed that the
Re� region of heat transfer reduction increases with increasing
temperature from T=5 to 20°C at the same concentration. This
can be explained by the increase of the critical wall shear stress
�wc with temperature as shown in Fig. 8.

4.4.3 Concentration Effect. As mentioned before, the increase
in concentration of the surfactant in the solution results in the
increase in the critical wall shear stress and the critical modified
Reynolds number Recrit� , since the increase in concentration
strengthens the network’s structure of the rod-like surfactant mi-
celles. This in turn decreases transport of energy due to mixing
effect. Moreover, increasing the concentration increases the resis-
tance to heat transfer in the viscous sublayer near the heated wall.
Figure 14 shows that an increase in concentration increases the
turbulent heat transfer reduction range in coil 1 as well as the
straight pipe.

4.4.4 Curvature Effect. The effect of curvature on Nu can be
seen in Fig. 12. The higher the curvature ratio �, the larger the
average Nusselt number in the laminar and the turbulent flow
regions, based on the same Re and Re� for water and the ODEAO
surfactant solution, respectively. The enhancement of Nu is due to
the increase in the secondary flows with the increase of �.

4.5 Drag Reduction and Heat Transfer Reduction Ratios.
Drag reduction ratio �DR� and heat transfer reduction ratio �HTR�
are the most often used parameters for quantifying the variation in
friction or heat transfer relative to the level of turbulent friction
factor or heat transfer for a corresponding non-drag reducing
“Newtonian” fluid at constant flow rate �1�. These are usually
expressed as the following percentages:

DR =
fN − fDR

fN
� 100; HTR =

NuN − NuDR

NuN
� 100 �16�

The relation between DR and HTR as functions of Re� for the
ODEAO surfactant solution flow through coil 1, coil 3, and the

Fig. 12 Nusselt number Nu behavior of aqueous ODEAO so-
lution in the helical and straight pipes

Fig. 13 Temperature effect on average Nusselt number Nu be-
havior of aqueous ODEAO solution in coil 3 and the straight
pipe
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straight pipe at almost the same concentration and at different
temperatures is shown in Fig. 15. It is obvious that an increase in
solution temperature extends the DR and HTR ranges of drag and
heat transfer reduction, and increases the maximum values of DR
and HTR, and after reaching the maximum values, both of DR
and HTR diminish as Re� increases.

Figure 16 shows the relationship between DR and HTR for the
ODEAO surfactant solution flow through the coils and the straight
pipe at almost the same concentration and at 20°C as a function

of the modified Reynolds number Re�. It is clear that both the
drag reduction ratio and the heat transfer reduction ratio in the
straight pipe flow are higher than those in the coiled pipes. The
decrease in DR and HTR in the coiled pipes flow in comparison
with the straight pipe flow would be caused by the secondary flow
resulting from the effective centrifugal force. In other words, the
lower DR and HTR of the coiled pipes than the straight pipe is
due to the fact that the differences between the extension of the
laminar flow and the turbulent flow friction factor and Nusselt
number lines are much greater for the straight pipe than for the
coiled pipes.

Aguilar et al. �30� suggested the use of turbulent reduction pa-
rameters �turbulent reduction drag TRD and turbulent reduction
heat TRH� which reflect the degree of turbulence reduction with
respect to full laminarization rather than to an artificial zero-
viscosity fluid; they are defined as:

TRD =
fNT − fDR

fNT − fNL
� 100; TRH =

NuNT − NuDR

NuNT − NuNL
� 100

�17�

where T and L are denoting turbulent and laminar flow of the
Newtonian solvent, respectively. The use of the turbulence reduc-
tion parameters allows us to compare only the turbulence levels in
the helical and straight pipes independently of the secondary flow
issues, since drag-reducing additives should affect turbulence pri-
marily and less so secondary flows in curved pipes �31�. Table 3
presents a comparison between the usual DR and HTR parameters
and the turbulence reduction parameters �TRD and TRH�. It is
clear that TRD representation is better than DR in case of helical

Fig. 14 Concentration effect on average Nusselt number Nu
behavior of aqueous ODEAO solution: „a… Straight pipe, „b…
coil 1

Fig. 15 Effect of temperature on DR and HTR in coil 1, coil 3, and the straight
pipe

Fig. 16 DR and HTR as a function of Re�
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pipes. On the other hand, the difference between the representa-
tions is small in case of the straight pipe. Also, it is clear that the
secondary flow effect on heat transfer is diminished when using
TRH, as the values are close for the straight and helical pipes. In
addition, the HTR/DR and TRH/TRD ratios are shown in Table 3.

It is observed that both of the HTR and TRH are significantly
higher than the DR and TRD, respectively. Kostic �32� explained
this discrepancy by a non-homogenous turbulence due to the
flow-induced anisotropicity of the high ordered rod-like micelles
structure and properties of surfactant solution. That is, the DR
depends on the fluctuating velocity components of main flow and
the cross flow, while the HTR depends on the cross-flow velocity
components only. Since the cross-flow components are more sup-
pressed by the flow-induced anisotropic fluid structure than the
main-flow components, as a result the values of HTR are over the
DR.

ODEAO surfactant concentration has the same effect on DR
and HTR as the temperature. Figure 17 represents DR and HTR as
a function of Re� of the ODEAO surfactant solution flow through
the straight pipe at different surfactant concentrations and at con-
stant temperature, it is seen that as the concentration increases the
DR and HTR ranges increase in the measured temperature and
concentration ranges, since the increase in concentration strength-
ens the network’s structure of the rod-like surfactant micelles and
increases the critical wall shear stress �wc.

As mentioned before, increasing the curvature ratio � increases
the secondary flow which increases the pressure loss and enhances
the heat transfer for water and surfactant solution flow through a
coiled pipe as seen in Figs. 15 and 16.

4.6 Prediction of Friction Factor and Nusselt Number.
Useful correlations to the practical applications for predicting the
friction factor and the average Nusselt number for aqueous
ODEAO surfactant solutions flow through both straight and heli-
cal pipes have been derived in terms of the modified Reynolds
number Re�, a non-dimensional concentration �Cc� defined as the
ratio of the actual surfactant concentration in the solution to the
lower critical concentration in a straight pipe of C=250 ppm for
the ODEAO surfactant at which the rod-like micelles cannot be
formed and there is no drag reduction effect, a non-dimensional

temperature �Tc� defined as the ratio of the actual surfactant ab-
solute temperature to the lower critical absolute temperature of
275 K �2°C� where there is no drag reduction effect, and the
mdified Prandtl number Pr�. For the helical pipe there are two
more extra parameters, namely the modified Dean number Dn�
and the curvature ratio �.

Straight pipe correlations

fS.P. = 4.31 Re�−0.63Cc0.042Tc0.14 �18�

NuS.P. = 0.127 Re0.5Pr�0.33Cc−0.047Tc2.4 �19�

Correlations �18� and �19� could predict the present data within a
standard deviation of 11%, and they are applicable for Tc
=1–1.065, Cc=2–14, and Re�=1000–Re� at the critical wall
shear stress.

Helical pipes correlations

fC.P. =
1376�0.62�1 + 0.94Cc−0.34Tc−1.57�

�1.56 + log Dn��5.73 �20�

NuC.P. = 1.12Dn�0.55Pr�0.60Cc−0.176Tc0.72�0.32 �21�

Correlation �20� could predict the present data within a standard
deviation of 10%, and correlation �21� with 17%, and they are
applicable for Tc=1–1.065, Cc=4–14, Dn�=100–Dn� at the
critical wall shear stress, and �=0.018–0.045.

Figure 18 shows comparisons between experimental data and
predicted values from correlation Eq. �18�–�21�; a fairly good
agreement between experiments and prediction is clear.

It should be noted that Eqs. �18�–�21� may not be suitable for
some other surfactant systems. For example, in some surfactant
systems drag reduction increases as temperature decreases.

For Newtonian fluid flow, the Reynolds number includes the
effect of pipe diameter. However, for drag-reducing fluids, this is
not the case. The friction factor is a function of both Re and pipe
diameter �1�. The diameter effect issue has not been investigated
in the present study and to the author’s knowledge there is only
one investigation in the literature that has dealt with the diameter
effect in curved pipes. In this investigation, Imao �33� investigated
experimentally the flow drag reduction of TTAB aqueous surfac-

Table 3 Comparison between drag and heat transfer reduction parameters

Test sect. Re� C�ppm� DR% HTR% TRD% TRH% HTR/DR TRH/TRD

Coil 1 51500 2530 42 56 81 88 1.34 1.09
Coil 2 54600 2520 50 66 87 93 1.32 1.07
Coil 3 55350 2678 59 70 90 95 1.19 1.06

S.P. 51900 2650 73 82 77 90 1.12 1.17

Fig. 17 Effect of surfactant concentration on DR and HTR in the straight pipe
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tant solutions in 180° bends with different pipe diameters �5, 10,
15 mm� and curvature ratios �0.01 to 0.05�. He found that total
bend loss coefficients for the surfactant solution are independent
of the pipe diameter, but they depend on the curvature ratio. How-
ever, the pipe diameter range �5–15 mm� was very narrow and a
larger range should be investigated to confirm this result, in addi-
tion to using helical pipes.

5 Conclusions
The characteristics of flow and heat transfer of a non-ionic tur-

bulent drag-reducing surfactant solution have been investigated
experimentally in helical and straight pipes.

1. Even the ODEAO surfactant solution behaved as a Newton-
ian fluid for surfactant concentrations up to 3000 ppm; it is a
typically drag-reducing fluid.

2. The friction factors and the heat transfer coefficients of both
water and the ODEAO surfactant solution in helical pipes
are significantly higher than in a straight pipe. This is be-
cause of the secondary flow caused by the centrifugal forces
in helical pipes.

3. The temperature distributions along the length of the coils
show cyclic behavior in an early stage, then, after two turns,
become almost parallel to the linear water or surfactant so-
lution bulk temperatures, which suggest that the temperature
within the helical pipes is fully developed after the second
turn of the coil.

4. Experimental results showed that both the drag reduction
DR and heat transfer reduction HTR in helical pipes are
lower than in a straight pipe. It is not surprising that the
surfactant drag reduction DR and heat transfer reduction
HTR effects are lower for the helical pipes than for straight
pipes, indeed the surfactant solute acts as a turbulence sup-

pressor of the fluid-dynamic instability self-inducing vorti-
ces inside the fluid. No effects �or very low ones� can be
seen if the turbulence is induced by dynamic instabilities due
to geometrical shapes of the pipe, which is much stronger
then self-induced ones.

5. DR and HTR are increasing with an increase in surfactant
solution concentration and temperature in the measured con-
centration and temperature ranges. On the other hand, they
decrease with larger curvature ratio.

6. A set of empirical correlations for predicting the friction
factor and the average Nusselt number for the ODEAO sur-
factant solution flow through helical and straight pipes has
been regressed based on the present data. These correlations
are dependent on the modified Reynolds number Re� or the
modified Dean number Dn�, modified Prandtl number Pr�,
curvature ratio �, a non-dimensional concentration Cc, and a
non-dimensional temperature Tc.

7. The main conclusion, from an engineering point of view, is
that drag-reducing surfactants could be effectively applied to
district cooling systems, since the long-straight pipes of the
distribution system have high benefits from DR and HTR,
while the same effects are not so negative in the heat transfer
devices. However, possible solutions to the heat transfer re-
duction problem in the heat transfer devices might be ap-
plied �3�. Moreover, potentially, helical pipes might be used
for heat transfer enhancement for drag-reducing fluids.
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Nomenclature
C � mass concentration of surfactant, ppm

Cc � non-dimensional surfactant concentration
CP � specific heat at constant pressure, J/kg K
D � coil diameter, m

Dn � Dean number, Dn=Re�0.5

Dn� � modified Dean number, Dn�=Re��0.5

DR � drag reduction ratio, %
d � pipe diameter, m
f � friction factor

H � coil pitch, m
HTR � heat transfer reduction ratio, %

h � heat transfer coefficient, W/m2 K
K � consistency index of power law fluid, Pa sn

k � thermal conductivity of test fluid, W/m K
L � length of the pipe, m
Lt � length of one turn of the coil, m
n � power law exponent of power law fluid

Nu � Nusselt number, Nu=h d /k
p � pressure, Pa

ppm � parts per million �mass basis�
Pr � Prandtl number, Pr=Cp 
 /k

Pr� � modified Prandtl number, defined in Eq. �15�
q� � heat flux, W/m2

Re � Reynolds number, Re=�Umd /

Re� � modified Reynolds number, defined in Eq. �4�

T � temperature, °C
Tc � non-dimensional surfactant solution

temperature
TRD � turbulent reduction drag ratio, %
TRH � turbulent reduction heat ratio, %

Um � mean velocity of test fluid, m/s
X � dimensionless axial distance along the coil, X

=x /Lt
x � axial distance of the coil, m

Greek Symbols
�̇ � shear rate, 1/s
� � curvature ratio, �=d /D
� � difference operator

 � Newtonian fluid dynamic viscosity, Pa s
� � density of test fluid, Kg/m3

�w � shear stress, N/m2

	 � dimensionless temperature, defined in Eq. �10�

Subscripts
b � bulk value
C � coil
c � critical value

DR � drag reducing fluid
expt. � experimental value

L � laminar flow
N � Newtonian fluid solvent

pred. � predicted value
S � straight pipe
T � turbulent flow
W � wall condition
X � local value at axial distance of coil
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Experimental Estimate of the
Continuous One-Dimensional
Kernel Function in a Rectangular
Duct With Forced Convection
The continuous, one-dimensional kernel function in a rectangular duct subject to forced
convection with air was experimentally estimated using liquid crystal thermography tech-
niques. Analytical relationships between the kernel function for internal flow and the
temperature distribution resulting from a known heat flux distribution were manipulated
to accomplish this objective. The kernel function in the hydrodynamically fully developed
region was found to be proportional to the streamwise temperature gradient resulting
from a constant heat flux surface. In the hydrodynamic entry region of the rectangular
duct, a model for the kernel function was proposed and used in its experimental deter-
mination. The kernel functions obtained by the present work were shown to be capable of
predicting the highly nonuniform surface temperature rise above the inlet temperature
resulting from an arbitrary heat flux distribution to within the experimental uncertainty.
This is better than the prediction obtained using the analytically derived kernel function
for turbulent flow between parallel plates, and the prediction obtained using the conven-
tional heat transfer coefficient for constant heat flux boundary conditions. The latter
prediction fails to capture both the quantitative and qualitative nature of the problem.
The results of this work are relevant to applications involving the thermal management of
nonuniform temperature surfaces subject to internal convection with air, such as board-
level electronics cooling. Reynolds numbers in the turbulent and transition range were
examined. �DOI: 10.1115/1.2227039�

Introduction
The kernel function or its equivalent, the inverse Green’s func-

tion, is the mathematically invariant relationship between surface
heat flux and temperature distribution for forced convection prob-
lems. The heat transfer coefficient, which is traditionally used for
this purpose, is the descriptor of choice for constant temperature
and heat flux surfaces, as well as applications where the average
surface temperature and heat transfer are sufficient for the objec-
tive at hand. However, because the traditional heat transfer coef-
ficient is typically defined with temperatures far from the surface
as the reference temperature �e.g., the mean fluid temperature or
freestream temperature�, it is highly variable when the surfaces
are not uniform in temperature or heat flux. It can be made to vary
between −� and +� by simply changing the heat flux boundary
conditions at a constant Reynolds number. This dependence
makes the traditional heat transfer coefficient an inconvenient
choice for applications requiring accurate characterization of non-
uniform surface temperatures and heat fluxes.

The kernel function, on the other hand, characterizes the con-
vective abilities of a hydrodynamic environment regardless of
thermal boundary conditions. Kernel functions are described in
advanced convection textbooks �e.g., Ref. �1�� and are equivalent
to the Stieltjes integral using the Graetz solution adapted for vari-
able heat flux at the wall in an internal flow �2�. Typically, the
analytically derived, one-dimensional kernel functions for simple
flow conditions are presented, such as: a flat plate with laminar or
turbulent boundary layer; circular tubes with hydrodynamically
fully developed flow; and flow between parallel plates �3�. Various
assumptions are used to model turbulence, resulting in small dis-
crepancies between analogous solutions. For the steady-state so-

lution of the continuity, momentum, and energy equations with
constant fluid properties, the relationship of the kernel function to
heat flux and surface temperature is indicated in Eq. �1�

T�x� − Tin =
1

k Re Pr�
0

x

g̃�x,��q̇0����d� �1�

The physical interpretation of the kernel function, g̃�x ,��, is the
surface temperature rise at location x, resulting from a unit heat
flux at location �, multiplied by the appropriate constants to render
it dimensionless. At a given distance x from the inlet, the total
surface temperature rises above the inlet temperature, T�x�−Tin, is
the integral of the temperature wakes weighted by the upstream
heat flux values that produced them. The variable, q̇0����, repre-
sents the heat flux at the specified location, �. The remaining
variables, k, Re, and Pr are the fluid conductivity, Reynolds num-
ber, and Prandtl number, respectively. The Reynolds number is
defined with an appropriate characteristic length scale, L, which
we shall discuss later.

The shortcomings of the conventional heat transfer coefficients
and the advantages of invariant descriptors have been well docu-
mented in the literature �4�. The kernel function’s invariance to
thermal boundary conditions gives it significant advantages in ad-
vanced heat transfer problems such as conjugate convection-
conduction analysis, validation of compact models, and conver-
gence of numerical solutions. In conjugate convection-conduction
problems, a unique kernel function unambiguously describes the
hydrodynamic environment at the interface, unlike the heat trans-
fer coefficient which varies with the temperature solution at the
boundary. This information should allow the difficult simulta-
neous solution of both sets of governing equations to be separated
into a conduction problem and a convection problem, reducing
iteration and convergence issues arising from the conjugate prob-
lem. The kernel function can be experimentally determined, and
has the potential to contribute to the validation and formulation of
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compact models involving transition and turbulent flow, which are
subject to modeling ambiguities. Last, kernel function algorithms
have been shown to be numerically stable and computationally
efficient, especially in comparison to more traditional methodolo-
gies �5�.

Several studies have experimentally quantified a kernel func-
tion using discrete elements. Anderson and Moffat �6,7� studied
the flow between two closely spaced walls with a uniformly
spaced array of flat packs on one wall, modeling a board-level
electronics-cooling situation. Each discrete flat pack was uniform
in temperature and characterized by its total power dissipation. A
row of flat packs was heated, and the resulting temperature distri-
butions on the remaining rows of unheated flat packs were re-
corded. The induced temperature distribution from a unit heat re-
lease from the heated row is the one-dimensional, discrete kernel
function �DKF�. In addition, the adiabatic heat transfer coefficient,
so-called because its unpowered equilibrium temperature is used
as the reference temperature, was measured on the powered row.
With this significant distinction, the adiabatic heat transfer coeffi-
cient is invariant to thermal boundary conditions, and only needs
to be measured once for a given hydrodynamic situation.1 A range
of channel heights and inlet velocities were characterized in the
references cited. In addition, a temperature prediction methodol-
ogy for using the two-dimensional DKF, i.e., the resulting tem-
perature distribution on all unheated array elements resulting from
a unit heat release on one element, was presented.

Hacker and Eaton �8� studied the application of kernel function
concepts to separated flow downstream of a backward-facing step,
with applicability to dump combustor design. A programmable
radiative lamp was used to impose discrete surface temperature
steps enabling the measurement of a discrete one-dimensional ker-
nel function. Liquid crystal thermography and transient analysis
techniques were used to quantify surface temperature and heat
flux. The discrete Green’s function, an invariant descriptor in ma-
trix form, was measured. It was shown that the inverse discrete
Green’s function is equivalent to the DKF studied by Anderson
and Moffat �6,7�.

Batchelder and Eaton �9� measured a discrete one-dimensional
inverse Green’s function on a flat plate subjected to a turbulent
boundary layer with and without freestream turbulence. These
conditions might be present in a heat exchanger or gas turbine
blade environment. A steady state measurement technique with
liquid crystal thermography improved upon the high measurement
uncertainties that were present in previous work �8�. It was shown
that the measured inverse Green’s function could successfully pre-
dict the surface temperature resulting from an arbitrary heat flux
distribution such as a sinusoid, as was imposed in this study.

Some investigators have applied Green’s function principles to
analytically solve convection and diffusion problems for relatively
simple geometries. Khon’kin �10� found the Green’s function for
the longitudinal dispersion of particles in a round tube using an
asymptotic method. Bokota and Iskierka �11� used a superposition
of Green’s functions to solve the diffusion-convection equation
applicable to laser hardening of long rectangular elements. The
temperature solutions were used to determine the phase transfor-
mations and thermal stresses on the surface during the heating and
cooling processes.

Mitrovic et al. �12� performed numerical experiments using di-
rect numerical simulation of two-dimensional turbulent flow be-
tween parallel plates. They used Lagrangian scalar tracking tech-
niques to quantify the trajectories of thermal markers from a line
source of heat, which yields the essence of the continuous one-
dimensional kernel function described in this paper. A large range

of Prandtl numbers are examined in this study. In addition, unified
correlations for the heat and mass transfer coefficients are pro-
posed based on their work.

Mukerji et al. �13� performed steady-state experiments to mea-
sure the surface temperature responses to one-dimensional and
two-dimensional temperature steps in a turbulent external bound-
ary layer, with and without freestream turbulence. This study con-
cluded from the comparison of the resulting thermal wakes that
spanwise turbulent diffusion is not a significant heat transport
mechanism, except for very small heated spots under conditions
of low freestream turbulence. This conclusion provides strong evi-
dence that the continuous, one-dimensional kernel function may
be sufficient to characterize the two-dimensional surface tempera-
ture problem. However, because some applications like electron-
ics cooling often does involve small heated spots, and because
fully developed internal flow differs in some fundamental ways
from external flow, this conclusion should be reverified before its
widespread use in related flows.

Objectives
The present study seeks to build upon the previous work in

several important aspects. The objective is to determine the con-
tinuous, one-dimensional kernel function in hydrodynamic situa-
tions modeling board-level electronics-cooling applications using
experimental methods. The continuous kernel function will allow
greater resolution of the surface temperature and heat flux than the
discrete version, and the use of experimental methods will provide
material for comparison with analytical results using turbulence
models. Internal flow of air in a rectangular duct at transition
�2300–10,000� and turbulent ��10,000� Reynolds numbers will
be studied, as is typical of this application.

Analysis for Kernel Function Measurement in a Rectan-
gular Channel

Upon examination and manipulation of Eq. �1�, we discovered
an intriguing and fairly simple relationship between the kernel
function and the surface temperature gradient resulting from a
constant heat flux surface in hydrodynamically fully developed
flow. For hydrodynamically fully developed flow, the kernel func-
tion does not change as the location of unit heat release is varied,
i.e., the pattern of streamwise temperature decay is invariant with
location. Therefore, the kernel function reduces to a function of
one variable only, which is the distance between the considered
location and the location of upstream heating, �x−��. With the
heat flux, q̇0�, equal to a constant, Eq. �1� becomes:

T�x� − Tin =
q̇0�

k Re Pr�
0

x

g̃fd�x − ��d� �2�

Both sides of Eq. �2� can be differentiated with respect to x using
Leibniz’ rule, and the derivative with respect to x is recognized as
being the negative derivative with respect to � for the variable,
�x−��. The integral term is evaluated and the remaining expres-
sion can be rearranged for the kernel function as shown in Eq. �3�

g̃fd�x� =
k Re Pr

q0�

dT�x�
dx

�3�

This remarkable result states that the kernel function in hydrody-
namically fully developed flow is simply proportional to the
streamwise temperature gradient resulting from a constant heat
flux surface! The simplicity of the physical setup and measure-
ments required suggests great potential for its experimental deter-
mination. Furthermore, this kernel function should be able to pre-
dict the surface temperature resulting from any arbitrary heat flux
distribution in hydrodynamically fully developed flow, regardless
of the fact that it was measured on a constant heat flux surface.

1The adiabatic heat transfer coefficient and the unpowered component tempera-
ture are actually extensions of the DKF. In the limit as the component size ap-
proaches zero in the streamwise direction, all that remains is the continuous one-
dimensional �1D� kernel function. Both the DKF and the 1D kernel are used in the
appropriate sum/integral to evaluate the surface temperature rise above the inlet
temperature.
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In the entry region, the kernel function is no longer solely a
function of �x−��. The streamwise temperature distribution on a
constant heat flux plate in the entry region is described by

T�x� − Tin =
q̇0�

k Re Pr�
0

x

g̃�x,��d� �4�

As the kernel function is no longer solely a function of �x−��, it
cannot be obtained from this equation using the method used to
obtain the fully developed kernel function. An assumption about
the entry region kernel function is made at this point to allow us to
evaluate it.

A model for the kernel function in the entry region of a duct is
proposed based on the behavior of the one-dimensional DKF mea-
sured by Anderson and Moffat �6,7�. There are three characteris-
tics of the DKF that are noted for the present model: first, the
surface temperature rise approaches the mean air temperature rise
far downstream of heat flux application; second, the kernel func-
tion achieves its fully developed state by the third row from the
upstream edge, at which point it is solely a function of the number
of rows downstream of the heated row; and third, the kernel func-
tions for the rows in the entry region seem to be scaled versions of
the fully developed kernel functions minus the contributions from
the mean air temperature rise above inlet temperature. These ob-
servations of the discrete kernel function suggest the following
model for the continuous kernel function in the entry region of an
internal flow

g̃�x,�� = f����g̃fd�x − �� − D� + D

f��� � 1, � in entry region

f��� = 1, � in fully developed region �5�

The function, f���, is a weighting function that will be equal to
unity when hydrodynamically fully developed conditions are
achieved. The constant, D, reflects the resulting mean air tempera-
ture rise per amount of heat flux applied. Equivalently, it can also
be interpreted as the value of the fully developed kernel function,
g̃fd�x−��, at large values of �x−��. Plugging Eq. �5� into Eq. �1�
yields the following interpretation of the entry region kernel func-
tion model

�6�

With this model, the integral form of the surface temperature rise
above inlet temperature is seen to be comprised of the surface
temperature rise above the mean temperature plus the mean tem-
perature rise above the inlet temperature. The mean air tempera-
ture rise at location x resulting from the energy per duct width
added upstream of it is easily expressed as the inverse of the
product of the mass flow rate of air per duct width and its specific
heat using an energy balance. The constant, D, can then be deter-
mined as follows

D =
k Re Pr

ṁcp/W
�7�

Again, the kernel function is invariant with thermal boundary con-
ditions; hence, the constant D is also invariant, regardless of the
thermal boundary conditions used for its determination.

Equations for Slowly Varying Heat Flux. In actual practice, it
is not easy to establish a uniform heat flux on a real surface, even

using the common technique of electrically heating thin foil sur-
faces. As the surface becomes hotter in the downstream direction,
it loses a greater percentage of its heat flux to conduction and
radiation. Therefore, the convective heat flux from an electrically
heated plate is not truly uniform, but decreases slowly in the
downstream direction. To obtain an analogous expression to Eq.
�3� for this scenario, Eq. �1� can be integrated using Leibniz’ rule
and then integrated by parts to produce the following expression
for the hydrodynamically fully developed region

g̃fd�x� =
k Re Pr

q0��0�
dT�x�

dx
−

1

q0��0��0

x

g̃fd�x − ��
dq0����

d�
d� �8�

In principle, this equation can be used to measure the fully devel-
oped kernel function for any known heat flux distribution. In prac-
tice, however, solution techniques are only well behaved when the
heat flux is slowly varying in the streamwise direction.

Once the fully developed kernel functions are determined, Eqs.
�6� and �7� can be used to determine f��� and D in the entry
region, yielding the complete set of kernel functions.

Experimental Apparatus
An experimental apparatus was designed to enable the measure-

ment of the kernel function in a rectangular duct flow using the
outlined analysis. It consisted of an open-loop suction wind tunnel
with a rectangular duct test section and an image processing sys-
tem capable of full-field temperature measurements. The construc-
tion and instrumentation of the experimental apparatus are de-
tailed in this section.

Wind Tunnel. A schematic of the wind tunnel is shown in Fig.
1. The inlet bell was fabricated from a 36 cm diameter PVC pipe.
The curvature of the inlet bell was chosen to be greater than ��
+2� /� times the greatest cross-sectional dimension of the test
section. This criterion ensured attached flow at the beginning of
the test section. A pitot static tube �1.7 mm diam� was inserted in
a section of the inlet bell adjoining the test section to measure
inlet velocity, and removed prior to each data run. Turbulent trips
were located on the bottom and top walls of the inlet bell directly
downstream of the port for the pitot static tube. Air flow was
induced in the tunnel by a 15 hp regenerative blower �EG&G
rotron blower model DR 6R with Eaton Dynamic 20 hp motor
model AS211001-0001 and Eaton Dynamatic controller model
4000�.

Fig. 1 Schematic of wind tunnel and experimental setup
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Test Sections. The cross-sectional view of the test section in-
dicated by the line A-A Fig. 1 is shown in Fig. 2. Each of the two
test sections required for this study were rectangular ducts
10 cm�1 cm in cross section and 35 cm long. The length of one
test section corresponded to 19.3 hydraulic diameters, which ex-
ceeded the recommendation of 10–15 hydraulic diameters for
fully developed heat transfer behavior in turbulent flow �1�. The
test sections were interchangeable to allow a given heater to be
placed in the entry or fully developed region of the channel. The
top surface of either test section could be fitted with a Plexiglas
top, or a sheet of low reflectivity glass �Invisiglas® by Optical
Coatings Laboratory� as shown in the figure. The Plexiglas top
was instrumented with 36-gauge K-type thermocouples and static
pressure taps every 4 cm in the streamwise direction. All of the
thermocouples in this experiment were multiplexed by an
HP3497A scanner to an HP3474A multimeter. Both of these in-
struments were controlled via a general purpose interface bus in-
terface to a personal computer.

Test Plates. The test plate surfaces formed the bottom wall of
the test section and are sketched in Fig. 3. They were made of
balsa wood on an isothermal aluminum layer, the temperature of
which could be measured for the accurate determination of the
conduction heat loss. The aluminum layer was purposely designed
to decrease the time required to achieve steady state temperature
on and throughout the test plates. The test plates where equipped
with one of two heaters designed to produce known heat flux
distributions: The first test plate produced a uniform heat flux over
the entire surface; and the second produced a uniform heat flux
only over the streamwise intervals from 4.6 to 9.7 cm and from
12.2 to 14.8 cm. The heaters were constructed of mylar sheets
with a vacuum-deposited gold layer as implemented by other au-
thors �14,15�. Copper busbars made contact at the leading and
trailing edges of the heater with silver loaded epoxy. Heater lead-
wires and voltage sense wires were soldered onto the busbars, and

power was supplied to the heaters from a 1 to 30 V, 0 to 3 A
direct current power supply. The top surfaces of the heaters were
coated with thermochromic liquid crystal paint, Hallcrest
R20C5W, which is active between 21 and 31°C. The liquid crys-
tal paint was applied using the technique described in Farina et al.
�16�. In addition, sixteen 36-gauge K-type thermocouples were
epoxied at various streamwise locations 4 cm from the centerline
of the duct on the underside of the constant heat flux heater. These
thermocouples were well away from the centerline of the duct,
and were used to verify the liquid crystal temperature measure-
ments at the start of each data run.

Image Processing System. The digital image processing sys-
tem consisted of a charge coupled device camera and a personal
computer equipped with Matrox image processing boards. Tem-
perature acquisition by image processing involved the use of a
temperature-hue angle calibration determined by the image pro-
cessing software. The image processing software, calibration
schemes, and the calibration rig used are described in detail in
Farina et al. �16�. The use of low reflectivity glass top reduced the
interference with the image due to reflections, but was not neces-
sary for obtaining repeatable temperature measurements. To vali-
date the temperature calibration, the temperatures 4 cm from the
centerline of the duct were measured using the image processing
system and compared to the measurements from the underlying
thermocouples for each Reynolds number in the present study. A
sample verification run is shown in Fig. 4. It is interesting to note
a slight but consistent surface temperature dip at the locations of
the thermocouple beads, indicating a small amount of conduction
loss through the thermocouple wires.

Data Processing and Analysis
The steps in the computation of the kernel function distribution

are described in this section. The measured quantities and the data
reduction schemes are outlined.

Convective Heat Flux. Accurate measurement of the convec-
tive heat flux over the test plates was necessary for use in the
computation of the kernel function. The convected heat flux was
taken to be the electrical power density minus the local conduc-
tion and radiation losses, or

q̇conv� = q̇tot� − q̇cond� − q̇rad� �9�
The electrical power density was computed as the product of the
voltage drop across the heater multiplied by the current divided by
the surface area. For the constant heat flux plate, the conduction
loss was calculated assuming a 1D loss through the balsa wood
test plate to the isothermal aluminum layer. A comparison of this
estimate to the solution of a full two-dimensional �2D� finite dif-
ference calculation showed negligible differences. For the strip
heater test plate, the conduction loss was determined using a 2D

Fig. 2 Cross-sectional view of test section assembly

Fig. 3 Top view of two test plates used for present work: con-
stant heat flux on entire surface „35 cm in the streamwise di-
rection…; and constant heat flux on two strips only „4.6–9.7 cm
and 12.2–14.8 cm in the streamwise direction…

Fig. 4 Temperature calibration of liquid crystal paint verified
by concurrent thermocouple measurements
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finite difference conduction solver to handle the sharp gradients in
temperature on the surface of the plate. Radiation from the test
plate to the glass ceiling was computed numerically on an Excel
spreadsheet using the temperatures measured on the test plate and
channel ceiling. The emissivity of the liquid crystal paint was
measured to be 0.9 with an emissometer �Devices and Services
Co., model AE�, and the emissivity of the glass was 0.94. Con-
duction and radiation losses accounted for about 15% of the elec-
trical power density at the downstream end of the test plate.

Centerline Temperatures and Curve Fits. The temperatures
on a 3 cm wide strip at the centerline of the heated wall were
measured using the image processing system for each run. The
centerline temperatures were calculated as the spanwise average
of 100 frames from the image processing system on the 3 cm
strip. It was necessary to curve fit the measured centerline tem-
perature distributions resulting from the constant heat flux heaters
to reduce the scatter in the temperature derivatives. An eighth
order polynomial was used to fit the temperature measurements.
The liquid crystal data in the entry region and fully developed
region for a Reynolds number of 8070 and its corresponding curve
fit is shown in Fig. 5. An eighth order polynomial was the lowest
order polynomial that sufficiently well fit the data close to the
onset of heating. The temperature at x=0 was forced to equal the
inlet temperature. Alternative curve fitting schemes were not ex-
amined in this study. In this figure, x=0 was taken to be the onset
of heating for the test plate in both the entry and fully developed
regions. The temperature data for Reynolds numbers of 9750 and
12,500 �figures omitted for brevity� were also curve fit with simi-
lar results. All of the curve fits are within ±1% of the wall tem-
perature rise above ambient of the liquid crystal data.

Kernel Functions. Equation �8� describes the relationship be-
tween the surface temperature, heat flux, and fully developed ker-
nel function. The centerline surface temperature and heat flux in
the hydrodynamically fully developed section were measured and
quantified by the experimental apparatus and appropriate calcula-
tions. The fluid properties were evaluated at the inlet temperature.
Therefore, the kernel function is the only unknown, and can be
determined from the known quantities. Because Eq. �8� is implicit
for the kernel function, an iterative approach was used. The first
estimate of the fully developed kernel function was the right-hand
side of Eq. �3� which is easily computed from the centerline tem-
perature measurements. This estimate was then used to evaluate
the integral term on the right hand side of Eq. �8�, and to produce
a more refined estimate accounting for variable heat flux. The
process of further refining the fully developed kernel function in
this manner was continued until convergence was obtained. The
number of iterations required was on the order of 10–50 for the
range of Reynolds numbers examined.

The fully developed kernel function was then used to determine

the weighting function, f���, in the hydrodynamically developing
section to yield the kernel function in the entry region. This was
accomplished by numerical integration of Eq. �6�. The centerline
surface temperature and heat flux distributions in the entry region
test section as well as the fully developed kernel function previ-
ously obtained were sampled at sufficiently small intervals so that
Eq. �6� yielded the following system of linear equations:

T�n� − Tin − �
m=1

n
q̇0��m��xD

k Re Pr

=
�x

k Re Pr�m=1

n �g̃fd�n − m +
1

2
	 − D
q̇0��m�f�m� �10�

The variable �x is the stepsize. The variable, n, varies from 0 to
N, where N is the number of steps on a constant heat flux test
plate. The left-hand side of this equation represents the wall tem-
perature rise above the inlet temperature minus the mixed mean
air temperature rise at discrete step, n. The summation term rep-
resenting the mixed mean air temperature rise is moved to the
left-hand side in the discrete formulation. The fully developed
kernel function is evaluated at a distance �n−m+1/2�, which is
the midpoint of the discrete step, n, in relation to a unit heat
release on upstream step, m. For example, on the first discrete step
at the inlet of the channel, the fully developed kernel function
would be evaluated at its midpoint, or �1−1+1/2�. For subse-
quent discrete steps n, the surface temperature minus the mixed
mean air temperature is equal to the sum of the heat flux weighted
kernel functions originating from all upstream locations, m�n.

In our experiment, a stepsize of 1 mm was used for �x. Equa-
tion �10� yields N number of linear equations to solve for the
weighting function, f�m�, at N number of discrete locations, m.
The linear system of equations was solved using the commercial
package, MATLAB®4.0.

Uncertainty. The experimental uncertainties in the centerline
surface temperature measurement, convective heat flux calcula-
tion, and all fluid properties and nondimensional numbers were
evaluated using traditional uncertainty analysis �17�. The reported
uncertainties are equivalent to the 95% confidence interval incor-
porating both bias and fluctuation measurement errors.

Experimental Results and Discussion
The proposed method of determining the kernel function distri-

bution was applied for developing turbulent rectangular duct flows
at various Reynolds numbers. The resulting kernel functions were
then examined and their utility assessed by using them in a tem-
perature prediction of an arbitrarily heated surface.

Fig. 5 Centerline temperature measurements on constant heat
flux surface as a function of distance from onset of heating

Fig. 6 Nusselt and Reynolds numbers from present work com-
pared to analytical solution of flow between parallel plates with
constant heat flux on one side „see Ref. †3‡…
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Figure 6 shows the fully developed Nusselt number versus the
Reynolds number from the present work in comparison to data
from the literature. Although the hydraulic diameter is typically
chosen as the characteristic length in symmetrically heated inter-
nal convection in noncircular ducts, the dissimilarity in thermal
boundary conditions from having only one wall heated in the
present work suggests that a better comparison would be to flow
between parallel plates with one wall heated, unless of course a
thermally congruent rectangular duct flow study is found in the
prior work. Because this was not the case, the length scale for the
Reynolds number was chosen to be twice the channel height for
the sake of consistent comparison to flow between parallel plates.
Because of this distinction, the Reynolds number is denoted Re2H
in the figure. Similarly, the same length scale is used for the Nus-
selt number, denoted Nu2H. The mean heat transfer coefficients in
the Nusselt numbers from the current work were obtained by com-
puting the mean heat transfer coefficients measured at locations
13–17 hydraulic diameters from the onset of heating. The solid
line in this figure represents the correlation for the analytical study
of fully developed turbulent flow between parallel plates with uni-
form heat flux on one side �3�. Exact agreement is not expected
because of the influence of secondary flow in the corners of the
rectangular duct. Nevertheless, the agreement shown is not bad,
and validates at least the power and temperature measurements.

With this definition of the Reynolds number, the constant, D,
can be evaluated using Eq. �7�. For constant fluid properties, the
following constant is obtained

D =
k Re Pr

ṁcp/W
=

k�Uin2H/����/	�

UinHcp

= 2 �11�

Figure 7 plots the kernel function versus �x−�� parametric in �
for a Reynolds number of 8070. The kernel function achieves 95%
of the fully developed kernel function at the streamwise location
corresponding to about nine hydraulic diameters. This length is
denoted the kernel function entry region. It is slightly shorter than
the criterion of 10–15 hydraulic diameters proposed for a fully
developed heat transfer coefficient based on mean air temperature
�1�. This observation is consistent with the fact that the heat trans-
fer coefficient based on mean air temperature can be expressed
using an integral of the upstream kernel functions weighted by the
heat flux distribution, or

hm�x� �
q̇0��x�

T�x� − Tm
=

q̇0��x�

1

k Re Pr�
0

x

�g̃fd�x − �� − D�f���q̇0����d�

�12�

Since the expression for the mean heat transfer coefficient con-
tains an integral of the upstream kernel functions, the kernel func-
tion must achieve the fully developed state before the mean heat
transfer coefficient.

In addition to showing that the kernel function entry region is
relatively short, this figure also shows that the difference between
the fully developed kernel and the entry region kernel is small.
These observations justify the use of the kernel function model,
Eq. �5�. Because of the limited influence of the heated areas in this
region, the model need only be a reasonable approximation of the
actual kernel function.

The uncertainty in the kernel function measurement is infinite
at an �x−�� of zero, but rapidly decreases to between 5% and 10%
at an �x−�� value of 8.3 hydraulic diameters. The uncertainty at
the leading edge often does not greatly affect the accuracy of the
temperature predictions downstream of it.

Figure 8 compares the fully developed kernel functions for the
three Reynolds numbers examined in this study in the range of
�x−�� where the curves are distinct. This figure clearly shows that
the fully developed kernel functions are a function of the Rey-
nolds number. This finding is consistent with Hatton and Quarmby
�3� who found that the analytically derived eigenvalues required
for the determination of the kernel function for turbulent hydro-
dynamically developed flow between parallel plates are also a
function of the Reynolds number. In comparison, the eigenvalues
for laminar internal flows are not.

Although the fully developed kernel functions are clearly func-
tions of Reynolds number, the Reynolds number dependence
seems to be limited to small values of �x−��, or about 1.7 hydrau-
lic diameters in this case. Furthermore, all three kernel functions
approach the value of the constant D at large �x−�� within the
experimental uncertainty as we expect.

Figure 9 compares the weighting functions, f���, obtained for
the three Reynolds numbers. The weighting function should as-
ymptotically approach the value of 1 as the fully developed region
is approached. Again, the experimental uncertainties at the leading
edge make the values of f��� unreliable there, but the influence of
this large uncertainty in most temperature predictions is small.
The weighting function curves for all three Reynolds numbers lie
within the experimental uncertainty of their mean curve. This un-
expected result suggests that the weighting functions, and thus the
lengths of the kernel function entry regions, are relatively insen-
sitive to Reynolds number for the range studied.

The utility of the kernel function can be judged by its ability to
predict the temperature distribution resulting from an arbitrary
heat flux distribution. The strip heater test plate provided uniform
heat flux only over the streamwise intervals from 4.6 to 9.7 cm
and from 12.2 to 14.8 cm in the hydrodynamically fully devel-

Fig. 7 Continuous one-dimensional kernel function in the hy-
drodynamically developing section of rectangular duct flow for
a Reynolds number of 8070

Fig. 8 Comparison of one-dimensional kernel functions for
hydrodynamically fully developed flow at various Reynolds
numbers
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oped test section for the Reynolds number of 8070. Figure 10
plots the convective heat flux in the streamwise direction for this
test plate. The total electrical power density dissipated by the heat-
ers is plotted as a comparison. The difference between the total
and convective heat fluxes is an indication of the magnitude of the
conduction and radiation corrections. The convective heat flux is
negative in the regions where no electrical power is provided
downstream of the heaters. The reason for this is that the surface
is hotter than the opposite wall of the channel and the aluminum
plate under the balsa wood, and thus loses heat to radiation and
conduction, which must be made up by convection.

The measurement uncertainties in the temperature and heat flux
measurements contribute to the uncertainty in the kernel function
computation, which ultimately contribute to uncertainty in the
temperature predictions. Figure 11 compares the temperature mea-
surement data with the temperature prediction using the kernel
function and the uncertainty interval around the prediction. The
measured temperature distribution on the strip heaters falls almost
entirely within the uncertainty interval. This result explains any
discrepancy between the temperature data and the prediction, and
provides evidence that the sources of uncertainty in the experi-
ment are nearly accounted for in their entirety. The uncertainty in
the prediction is about 6% of the surface temperature rise above
inlet temperature at both peaks.

Finally, the temperature data and kernel function temperature
prediction are compared to the prediction obtained using the ana-
lytical kernel functions for flow between parallel plates, and the
prediction obtained using the conventional heat transfer coeffi-
cient for a constant heat flux surface in Fig. 12. In this figure, the
point of using the proper kernel function for nonuniform tempera-
ture surfaces is clearly illustrated. The analytically derived kernel
function by Hatton �3� for turbulent fully developed flow between

parallel plates underpredicts the rate of streamwise temperature
rise and decay. Although the surface temperature prediction is
qualitatively correct in shape, its poor comparison to the data
suggests that the assumptions used in its derivation such as turbu-
lence models are not general enough to apply to closely related
geometries such as a rectangular duct flow. The predicted tem-
perature downstream of heating does agree with the mean air tem-
perature, lending evidence that the kernel function prediction was
applied as intended.

The fully developed heat transfer coefficient from a constant
heat flux rectangular duct with the mean temperature used as the
reference temperature �denoted hm� is unsuccessful at predicting
both the peak temperatures and the qualitative shape of stream-
wise temperature rise and decay. The use of this descriptor models
the surface temperature in proportion to the convective heat flux
�seen to be influenced by radiation and conduction losses in this
figure�, which is in direct conflict with the data. This model ig-
nores the thermal wake from surface heating, which is clearly
significant directly downstream of heating in this Reynolds num-
ber range. Strictly speaking of course, the traditional heat transfer
coefficients only apply to the heat flux distribution from which it
was measured, and should be remeasured for every new heat flux
distribution for a fair comparison. This limitation only further il-
lustrates the disfunctionality and tedious application of the con-
ventional heat transfer coefficient in nonuniform heat flux and
surface temperature situations.

Fig. 9 Weighting function, f„�…, in the hydrodynamically devel-
oping section of rectangular duct flow at various Reynolds
numbers

Fig. 10 Convective heat flux pattern in the streamwise direc-
tion for test plate with strip heaters

Fig. 11 Comparison of surface temperature data for arbitrary
heat flux distribution with temperature prediction using present
kernel function

Fig. 12 Comparison of temperature predictions resulting from
application of present kernel function, analytical kernel func-
tion by Hatton and Quarmby „see Ref. †3‡…, and the heat transfer
coefficient with the mean temperature as the reference
temperature
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Conclusions
We have presented a method for estimating the continuous,

one-dimensional kernel function for a two-dimensional internal
flow with constant properties subject to forced convection. We
have also demonstrated the measurement of the kernel function in
a rectangular duct using a liquid crystal thermography technique.
The Reynolds numbers were chosen to provide insight into turbu-
lent internal flow as well as the transition region. The uncertainty
interval was sufficiently low to allow for acceptable surface tem-
perature prediction on an arbitrary heated surface. The surface
temperature prediction using the kernel functions from the present
work was shown to be more accurate than the analytically derived
kernel functions for turbulent flow between parallel plates. This
evidence suggests that significant differences exist between the
two flow scenarios, impacting applications such as board-level
electronics cooling.

The advantages of using the kernel function over the conven-
tional heat transfer coefficient were illustrated. The kernel func-
tion’s invariance to thermal boundary conditions is a key property
for highly nonuniform temperature or heat flux distributions. The
traditional heat transfer coefficient, strictly speaking, needs to be
remeasured for each heat flux distribution to yield accurate results
needed for a variety of applications. Once the kernel function is
determined as a function of Reynolds number and Prandtl number,
it can be used to predict the nonuniform surface temperature rises
from any heat flux distribution on the order of 6% or so, as shown
by the present work. The empirical correlations for heat transfer
coefficient, on the other hand, typically come with an uncertainty
of 25% at best, even for well-matched boundary conditions, and
are sometimes different for heated and cooled flows. The invari-
ance to thermal boundary conditions should make the kernel func-
tion the forced convection descriptor of choice in conjugate
conduction-convection problems, which are often used to compute
highly nonuniform temperature and thermal stress distributions.

The next step in this research would be to measure the continu-
ous, two-dimensional kernel function for a two-dimensional inter-
nal flow, such as a rectangular channel. With this accomplished,
the convection and thermal wakes from a two-dimensional arbi-
trarily heated surface can be easily quantified. Although there is
some prior work that suggests that spanwise diffusivity is small
for relatively large heated rectangles in a turbulent boundary layer,
this conclusion needs to be validated for small heated spots in
internal flow situations. In the meantime, linearly scaling the heat
flux prediction in the spanwise direction using a one-dimensional
kernel function might be a reasonable compromise.

Nomenclature
Cp � specific heat of fluid �J /kg C�
D � constant used in continuous one-dimensional

kernel function model in the hydrodynamic
entry region �-�

DKF � discrete kernel function �-�
f��� � weighting function for kernel function in entry

region �-�
g̃�x ,�� � continuous one-dimensional kernel function in

x direction from unit heat flux at � �-�
g̃fd�x−�� � continuous, fully developed, one-dimensional

kernel function as a function of distance from
heat flux location �-�

hm�x� � heat transfer coefficient, q̇conv� �x� / �T�x�−Tm�x��
�W/m2 K�

H � channel height �m�
k � conductivity of fluid �W/mK�
L � characteristic length scale �m�
m � index �-�
ṁ � mass flow rate of air, 
UinWH �kg/s�
n � index �-�

N � number of steps on heated surface �-�
Nu2H � Nusselt number for flow between parallel

plates, hm2H /k �-�
Pr � Prandtl number, � /	 �-�

q̇0���� � surface heat flux at location, � �W/m2�
q̇cond� � surface heat flux due to conduction �W/m2�
q̇conv� � surface heat flux due to convection �W/m2�
q̇rad� � surface heat flux due to radiation �W/m2�
q̇tot� � total heat flux from electrical power �W/m2�
Re � Reynolds number, UinL /� �-�

Re2H � Reynolds number for flow between parallel
plates, Uin2H /� �-�

T�x� � temperature at location x �K�
Tin � inlet temperature �K�

Tm�x� � mixed mean fluid temperature at location, x
�K�

Uin � inlet velocity �m/s�
W � width of duct �m�
x � distance from leading edge �m�

Greek Symbols
	 � thermal diffusivity, k / �
Cp� �m2/s�

�x � stepsize �mm�

 � density �kg/m3�
� � kinematic viscosity �m2/s�
� � variable of integration, typically denotes loca-

tion of heat flux �m�
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Effects of Intersection Angles on
Flow and Heat Transfer in
Corrugated-Undulated Channels
With Sinusoidal Waves
This paper reported three-dimensional numerical simulations of the steady laminar flow
and heat transfer in corrugated-undulated channels with sinusoidal waves, aiming to
investigate the effects of intersection angles ��� between corrugated and undulated plate
and Reynolds number (Re) on the flow and heat transfer. The simulations are conducted
by using multi-channel computational domain for three different geometries. The code is
validated against experimental results and then data for Nusselt number (Nu) and friction
factor �f� are presented in a Re range of 100–1500, and intersection angle range of
30–150 deg. The simulation confirms the changes of Nuu (averaged over undulated
plate) and Nuc (averaged over corrugated plate) with � representing different charac-
teristics. As � increases, Nu (Nuu or Nuc) is about 2–16 times higher for the corrugated-
undulated configurations CP-UH1 and CP-UP1 and the concomitant f is about 4–100
higher, when compared to a straight channel having square cross section. The minimum
of local Nu ( Nuu or Nuc ) is situated at the four contact points where the top plate
touches the bottom one, and the high Nu is located upstream of the crest of the conjugate
duct. Performance evaluation for the CP-UH1 channel shows that the goodness factors
�G� are larger than 1 with the straight channel having a square cross section as a
reference, and the 30 deg geometry channel has optimal flow area goodness.
�DOI: 10.1115/1.2222378�

Keywords: heat transfer enhancement, intersection angle, three-dimensional
computation, corrugated-undulated channel

Introduction
In compact heat exchangers, it is desirable to achieve the high-

est heat transfer rate with the smallest pressure loss. This require-
ment is especially important for the practical engineering devices,
which are limited in size and efficient in operation, such as a
recuperator in micro and miniturbines �approximate output power
ranges from 5 to 500 kW� �1�, the plate heat exchangers used for
process industries, heating and cooling in evaporators, air-
conditioning equipment and the areas of medical and biochemical
engineering et al. �2�. The design compactness increase of heat
exchanger promotes laminar flow through a trend toward smaller
length scale and lower Reynolds numbers. And it is expected that
an early transition from laminar flow to turbulent flow can be
caused by a relatively simple rational redesign of the basic heat
transfer elements to form complex flow passage.

One method to enhance heat transfer in laminar flow regime is
to combine flow separation and reattachment of boundary layer so
as to induce vortice to augment transverse fluid mixing, and to
trigger free shear self-sustained oscillations by geometric modifi-
cations or structures of the wall. The destabilizing flow increases
momentum transfer with a corresponding increase in the value of
wall shear stress. This flow, at a much lower Re, yields heat trans-
fer rates commensurate with those of a plane channel turbulent
flow. Among the many different types of plate corrugations avail-
able, crossed-corrugated �CC� plate pattern �3,4� �see Fig. 1�,
whose upper and lower plates have the same scale, is the most

commonly used and efficient corrugation configuration. Stasiek
et al. �3� and Ciofalo et al. �4� performed a systematic investiga-
tion on the fluid flow and heat transfer characteristics by means of
experimental and numerical methods. They not only measured the
heat transfer and pressure drop, but also discussed the effects of
various configurations and Reynolds number on flow and heat
transfer. Their numerical prediction confirms the relative adapt-
ability of different modeling approaches such as laminar, low-Re,
k-� and large-eddy simulation to simulate transitional and weakly
turbulent flow by comparison of their results of local and overall
heat transfer rate with the experimental data. Literature �5� inves-
tigated the effects of the corrugation angle on flow and heat trans-
fer in cross corrugation channels with sinusoidal wave for 50
�Re�2000, 30 deg���150 deg. Focke et al. �6� and Muley
and Manglik �7� reported an experimental investigation of the
effects of corrugation inclination angle relative to flow direction
on the thermal-hydraulic performance. Blomerius, Holsken, and
Mitra �8� investigated the effects of the ratio of corrugation wave
length to amplitude on flow and heat transfer in sine-wave
crossed-corrugated ducts for two symmetric and one mixed chev-
ron plate arrangements. Blomerius and Mitra �9� have investigated
the flow structure and heat transfer in corrugated channels, taking
into consideration the influence of unsteadiness for the channels
consisting of two-dimensional and three-dimensional corrugated
plates in the laminar to transitional range of Reynolds numbers
�600–2000�. On the other hand, only few researchers have men-
tioned the corrugated-undulated �CU� geometry �see Fig. 2�, a
variant of crossed-corrugated geometry, because CU geometry has
not been applied in rotary air preheaters until the last decade �10�.
Stasiek �10� and Ciofalo, Piazza, and Stasiek �11� presented an
experimental and numerical investigation of the heat transfer and
fluid flow for corrugated-undulated geometry configuration �con-
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figuration walls profiles are formed by a combination circular arc
with straight line� with a Re range of 1500–10,000. But they pro-
vided some sparse results from a numerical study under transi-
tional and weakly turbulent conditions. Owing to the complexities
of the geometry configuration, the investigation of flow field is
more difficult, that is why there are fewer flow field measurements
than heat transfer in literature. Furthermore, the investigation was
limited to transitional and turbulent flow regime because of the
faint pressure drop signal in laminar flow regime.

Despite all the previous efforts, to the authors’ knowledge, the
numerical investigations of flow and heat transfer, whether for CC
or for CU, are few in the laminar regime, and the few numerical
simulations available adopted periodic boundary conditions in the
inlet/outlet faces. For entry effects, little knowledge is available. A
number of important issues remain to be explored regarding how
heat transfer and pressure drop vary with intersection angle and
Re for CU configuration.

The aim of this work is to provide information on the flow and
heat transfer in the corrugated-undulated channel with sine-wave
plates. The numerical investigation has been performed for several
flow Reynolds numbers ranging from 100 to 1500 and for differ-
ent intersection angles �from 30 deg to 150 deg� between corru-

gated and undulated plates. The present calculation adopts multi-
channel computational domain. Finally, the analysis of entry
effects is presented, and performance evaluation is conducted with
a straight channel having a square cross section as a reference.

Geometries Description
Figure 3 shows the detailed description for the geometry con-

figuration considered in this study. It is composed of two different
scale plates that bear sine-wave wall profiles. Plates bearing shal-
low furrows �undulated plates, subscript “u”� alternate with plates
bearing deeper furrows �corrugated plates subscript “c”� at an
angle to form communicating channel. The channel configuration
of the fluid flow and heat transfer is decided by parameters such as
pitch P, internal height Hi, intersection angle � �between plates�,
and wall thickness S �S is neglected in this study�.

In the present study, the corrugated plates are kept fixed �the
furrows of the corrugated plates are parallel to this main flow
direction�, while the undulated plates with three different geo-
metrical parameters intersect on the top of corrugated plates at an
angle varied from 30 deg to 150 deg. Their characteristics are
summarized in Table 1.

The geometry is expressed by using the pattern of the CP-U
�CP stands for the corrugated plate and UH1, UP1, UCS for un-
dulated plates�.

Model and Methods

Physical Problem Description. The present calculation adopts
10�10 multiple channels computational domain �see Fig. 4�,
while the corresponding unitary cell is shown in Fig. 5. This do-
main has two inlets �D, W� and two outlets �U, E�. The established
complex flow channels may result in high heat transfer rates with
relatively lower pressure losses. The inlet faces flow rate will be
prescribed through specification of the Re and the fluid inlet tem-
perature is assumed as constant. With the computation domain
length extended, periodically fully developed flow and heat trans-
fer will be attained eventually. The outlet faces are considered as
a fully developed condition on which exist zero-normal deriva-
tives of flow and heat transfer variables. The constant wall tem-
perature is assumed and its value is higher than that of the fluid.
The fluid medium is air with constant property.

Governing Equations. Under the assumption of steady, lami-
nar, incompressible three-dimensional flow and heat transfer, the
flow field and temperature field for constant property fluid are
governed by these equations:

Continuity equation

�

�xi
��ui� = 0 �1�

Navier-Stokes equation

�

�xi
��uiuk� =

�

�xi
��

�uk

�xi
� −

�p

�xk
�2�

Energy equation

�

�xi
��uiT� =

�

�xi
� �

Cp

�T

�xi
� �3�

Grid Generation. The computation domain of Fig. 4 is cov-
ered with unstructured Tet/Hybrid grids. The commercial code
GAMBIT has been selected to generate these grids due to its excel-
lent merit of managing very complex 3D geometries. Depending
on the intersection angle between corrugated and undulated plate
and shape factor �pitch, height�, approximately 25,000–30,000
grid points per unit cell are used to discretize the computation
domains. Figure 6 shows the representative grid of adjacent chan-
nels along the mainstream direction for CP-UH1 with 60 deg in-
tersection angle between corrugated and undulated plate. The sys-

Fig. 1 Crossed-corrugated geometry „see Ref. †3‡…

Fig. 2 Corrugated-undulated geometry „see Ref. †3‡…
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tematic grid refinement studies have been conducted by
integrating the accuracy of the numerical results with the compu-
tational cost because the well-resolved three-dimensional compu-
tations will require considerably large CPU time to conduct para-
metric tests. To predict efficiently the larger gradients of velocity
and temperature abutting the wall surfaces, more nodes are dis-
tributed in the vicinity of the upper and lower walls.

Numerical Solution. Three-dimensional numerical simulations
of the fluid flow and heat transfer in the computation domain of
Fig. 4 are conducted by the computer code FLUENT based on a
finite volume technique. The discretization schemes of convective
terms in momentum and energy equations adopt QUICK scheme
with three-order precision. The SIMPLEC pressure-velocity cou-
pling algorithm is used here. For all reported calculation results,
the convergence criteria are the convergence residuals less than
10−4 for velocity equations and less than 10−7 for energy equa-
tions. The convergence became more and more difficult for these
geometry channels whose intersection angles are larger or smaller.

Geometry and Performance Parameters. A corrugated-
undulated geometry can be completely specified by the parameters
marked in Fig. 3, from which the other relevant quantities re-
quired in the calculation can be derived. Figure 7 is a unitary cell
projection plane with labeled main quantities. The relevant geo-
metrical quantities are formulated by Eq. �4� and Eq. �5�.

Flow cross section

Ac = �puHu sin � + pcHc sin�� − ���/sin � �4�
Inlet-to-outlet length

	L = �pu cos � + pc cos�� − ���/2 sin � �5�

Table 1 Geometries considered

Corrugated plate Undulated plates

Geometry CP UP1 UH1 UCS
P�mm� 22.60 26.21 21.87 32.00
H�mm� 13.13 3.65 5.20 8.00
P /H 1.721 7.181 4.206 4.00
De�mm� 12.75 13.51 15.52

Fig. 3 Geometry of corrugated-undulated „CU… heat transfer
element. „a… End view of element pack; „b… cross section and
planform of undulated plate; „c… cross and planform of corru-
gated plate.

Fig. 4 Computational domain sketch

Fig. 5 Unitary cell „perspective view…

Fig. 6 Three-dimensional grid of adjacent channels along
main flow direction
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In heat exchanger design, the most relevant performance pa-
rameters are pressure drop and heat transfer rate. It is desirable
that high heat transfer rates are obtained while pressure losses are
as low as possible. The pressure losses are evaluated using dimen-
sionless pressure gradient per unit length along the mainstream
direction, and the defining equation is as follows:

Friction factor

f =
�	P�De

2�	Luav
2 �6�

Heat transfer can be described by a dimensionless parameter
Nusselt number. The local and surface-weighted averaged heat
transfer rates can be defined as:

Local Nusselt number

Nux =
qwDe

��Tw − Tf�
�7�

Average Nusselt number

Nu =
�qw	De

��Tw − Tf�
�8�

Model Validation
The use of the experimental results is limited, not only because

there is little literature on the CU geometry configurations, but
also because the literature �10,11� provided no detailed data about
the CU geometry studied. Moreover, the literature �10,11� did not
present the experimental results in low Reynolds numbers. The
present study confirms the validation of numerical code by com-
paring the numerical results predicted using 7�7 multi-channel
domain with the experimental results presented by Utriainen and
Sunden �1� for CC2.2-75 �P /Hi=2.2, inclination angle �
=75 deg� geometry. The numerical results show that when con-

secutive cells along the main flow direction increase, the corre-
sponding heat transfer rate and friction factor have basically been
constant �up to the fourth channel along main flow direction�,
which means that a fully developed condition is attained, both
hydrodynamically and thermally. Figure 8 illustrates the numeri-
cal data for the average Nu of the fourth cell wall surface and
friction factor in the same channel and experimental results pre-
sented by literature �1�, which exhibits a good agreement, indicat-
ing the validity of the present computation method.

Entry Effects
The present simulation adopts 10�10 multi-channel computa-

tional domain �see Fig. 4� in order to estimate the entry effects and
to ascertain that the flow and heat transfer is fully developed.
Because of the asymmetry of CU channel, the flow is more com-
plex in CU channel than in the CC channel, so the length of
computational domain should be extended to 10�10 �for CC
channel 7�7�. Figures 9�a� and 9�b� show the variations of aver-
age Nuc and Nuu with different geometries and Re versus unitary
cell number along main flow direction. It is found that the changes
of Nuc and Nuu are significant in the entrance, but the effects
concern only the first few cells, and the changes are much less
marked and finally keep constant basically up to the seventh cell
from the entrance, which corresponds to fully developed flow and
thermal conditions. That is to say, the flow pattern repeats itself
from module to module, and the heat transfer coefficient has
reached its asymptotic value �12�. So this paper will use the pre-
dicted seventh cell’s results for the results analysis and discussion.

Results and Discussion

Flow Characteristics. The present work suggested that the
flow behavior in the corrugated-undulated channel studied is dif-
ferent from the crossed-corrugated channel. Focke, Zachariades,
and Olivier �6� used the flow visualization method to study the
flow field in crossed-corrugated channel. They concluded that for
0 deg
�
160 deg, apart from sidewall reflections, the fluid flow
follows predominantly the furrow on each plate and two sets of
different directional streams intersect in the neighborhood of mid-
plane where the top plate and bottom one contact each other,
which induces secondary swirling motions �see Fig. 10�. Owing to
the symmetric plate configuration, the oncoming fluid is forced to
flow equally along the furrows of each plate of any given couple,
independent of their skewness with respect to the main flow di-
rection �11�. However, the asymmetric plate configuration makes
fluid flow more intricate in the corrugated-undulated configuration
considered in the present investigation. For �
90 deg, the deeper
corrugated channels cause a larger and larger fraction of the fluid
flow to be diverted from the shallower undulated channels with

Fig. 7 Main geometrical quantities sketch

Fig. 8 Comparison between predicted and experimental results. „a… Average Nusselt number,
„b… Fanning friction factor.
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increasing skewness with respect to the main flow direction. The
opposite is true for ��90 deg because the crossing streams be-
tween channels have a retarding function each other owing to their
velocity components being in opposite directions. The retarding
function makes the fluid flow diversion from the shallower chan-
nels decrease with increasing intersection angle �skewness�. In

conclusion, the fluid diversion from shallower to deeper channels
decreases with increasing � for the range of �
90 deg or �
�90 deg, respectively.

Averaged Heat Transfer. It is important to record the heat
transfer coefficients separately for the undulated and corrugated
plates due to the asymmetric geometry. The heat transfer coeffi-
cient is evaluated by using the Nusselt number. Figure 11 shows
the numerical results predicted for Nuu and Nuc for CP-UH1 and
CP-UP1 configurations. It is evident that the Nuu and Nuc have
similar change traits with Re, but different change traits with �.
For all intersection angles, the values of Nuu increase with in-
creasing Re, but the change becomes less marked when the inter-
section angles become larger. Moreover, the increase in � makes
the Nuu increase because the fluid diversion from shallower to
deeper channels decreases with increasing � �except for 90 deg�,
thus the effect of heat transfer on 150 deg undulated wall plate is
optimal and the 30 deg one is the worst.

On the other hand, the influence of the intersection angle on
Nuc is less clear than that of Re. The change trend of Nuc with �
is similar to each other for CP-UH1 and CP-UP1. For �
�90 deg, the enhancement of Nuc associated with increasing Re
is low for 60 deg geometry wall surface, intermediate for 30 deg
geometry wall surface and high for 90 deg geometry wall surface,
which is in agreement with the flow characteristics mentioned
above. This is because the channel of 30 deg can cause the larger
flow diversion from the shallower to the deeper channels than that
of 60 deg channel, making the mixing more sufficient in the cor-
rugated channel of 30 deg than that of 60 deg, and the Nuc on the
30 deg surface is larger than that of 60 deg. For ��90 deg, the
Nuc decreases with increasing � �for CP-UP1, up to Re=1000, the
Nuc on 120 deg geometry wall surface is higher than that of the
135 deg� so that the heat transfer effect is poorest on the 150 deg
geometry wall surface.

The geometry CP-UCS �having minimum P /H�, characterized
by deep undulation height and large pitch, displays a different
change with those two geometries mentioned above. Figure 12
shows the heat transfer rate versus intersection angle with differ-
ent Reynolds numbers. Both Nuu and Nuc are increased with
increasing � for all intersection angles being investigated, and the
heat transfer enhancement associated with increasing � is more
pronounced at low Re and large intersection angle, which means
that it is more potent to intensify the heat transfer at such a region.
By contrast, the changes of the Nuu and Nuc are less marked at
larger Re and larger intersection angle. The same remarks hold as
for the Nuu on the CP-UH1 and CP-UP1 geometries.

For all geometries investigated here, both Nuu and Nuc are
higher than that of a straight channel having a square cross section
�Nu=2.98� considered as a reference channel. The values of Nuu
on CP-UH1 and CP-UP1 configurations increase by a maximum
factor about 15 times higher at Re=1500, �=150 deg than that of
the reference channel. And that, the maximal increase values of
Nuc on the CP-UH1 and CP-UP1 configuration is about 14 times
higher than that of the same reference channel at Re=1500, �
=120 deg.

The effects of intersection angle on heat transfer on the corru-
gated plate are different with the CU configurations. The change
in characteristics of Nuc with � for the CP-UCS configuration is
similar to crossed-corrugated �CC� configurations �3,4�.

Local Heat Transfer. Figure 13 presents the local distribution
of heat transfer coefficient expressed as Nu for CP-UCS configu-
ration with two intersection angles of 60 deg and 120 deg on the
seventh channel wall surfaces at Re=500. The following general
qualitative remarks can be yielded.

• First, the similar characteristic can be found in the local
distributions of Nuu and Nuc on different intersection
angle plates. Low heat transfer is observed in the whole

Fig. 9 „a… Average Nu in the main flow direction consecutive
cell of corrugated plates; „b… average Nu in the main flow direc-
tion consecutive cell of undulated plates

Fig. 10 Flow patterns in crossed-corrugated channel. „a… Mod-
erate included angle; „b… Large included angle „see Ref. †5‡….
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central corrugated �furrow� region due to almost undis-
turbed channel flow, however, on the undulated plate, the
low heat transfer regime is shifted to the furrow one side
close to the inlet neighborhood of the conjugate channel.
This phenomenon is responsible for the asymmetry,
which causes the change of flow structure.

• The maximal Nuc values are located in the inlet neigh-
borhood of the conjugated channel exit and the exit
neighborhood of the conjugated channel inlet, where the
highest levels of mixing are generated by the interaction
between two fluid streams; and the held region of maxi-
mum Nuc at large � is larger than that of small �. The
secondary maximum Nuc occurs at the upstream of the
trailing edge �main flow outflow�. The effect of intersec-
tion angle on Nuu is larger than on that of Nuc. The
largest Nuu distribution is the same as the Nuc for small
intersection angle ��=60 deg�; but for large intersection
angle ��=120 deg�, the maximum Nuu only occurs at
the inlet neighborhood of the conjugated channels’ exit.

• The minimum of Nusselt number is situated at four con-
tact points where the top plate touches the bottom one
where the flow is in the stagnation region. The fluid tem-
perature of the trailing around the four contact points is
close to the wall temperature because poor mixing there
makes the heat transfer deteriorate. The smaller the in-
tersection angle is, the broader the overspread of the
trailing would be. Figure 14 represents the temperature
distribution of the CP-UH1 configuration on the

midplane for intersection angle 60 deg and 120 deg at
Re=1200.

Flow Field. Figure 15 illustrates some characteristics of the
flow field. This plot reports the velocity vector in two inlet faces
of the seventh channel for the CP-UH1 configuration, �
=120 deg and Re=1500. A secondary flow pattern is visible and a
swirling flow pattern can be observed in the deeper corrugated
channel. Although the vortex induced by the interaction between
fluid streams flowing in conjugate channels is relatively weak, the
swirling may play an important role in the heat transfer enhance-
ment by steadily transporting core fluid to near wall region and
vice versa. The complex CU configuration is forcing the stream-
wise flow toward the walls at an angle so that the flow in the near
wall region is disturbed by both the angled streamwise flow and
the secondary flows, which leads to an increase of velocity and
temperature gradients and the enhancement of heat transfer is
achieved.

Pressure Drop. In present study, the pressure drop is charac-
terized by a dimensionless pressure gradient per unit length along
the main flow direction expressed by formula �6�. Figure 16
shows the dependence of friction factor f upon Reynolds number
for CP-UH1 and CP-UP1 with different intersection angles from
30 deg to 150 deg. Very small or large intersection angles are not
considered because they could make the computational domain
excessively distorted, therefore make it difficult to form the grids
and calculation convergence.

Fig. 11 Average Nusselt number on the undulated „Nuu… and corrugated „Nuc… plate as a function of the Re for different inter-
section angles and geometries
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It is clear that f decreases with increasing Re and the changes
of f become more and more slower for large Re; moreover, this
phenomenon is more pronounced in the case of ��90 deg. The
friction factors are increased about 4–100 times for the CP-UH1
or CP-UP1 compared with a straight channel having a square
cross section.

The effect of shape factor on f is marked for ��90 deg. The
friction factors with a small P /H �CP-UH1, see Fig. 16, and CP-
UCS, see Fig. 17� channel have an evident change with � and Re;
however, the effect of � on f is very small and even almost died
out for a large P /H �CP-UP1, see Fig. 16� channel. The non-linear
behavior at higher Re for CP-UP1 could be due to the fact that the
flow is in the transitional region and the laminar flow assumption
may not be correct for the large Re regime. Figure 17 shows
friction factor f as a function of intersection angle � and three
Reynolds numbers for CP-UCS channel, which displays the simi-
lar change traits to the CP-UH1.

For �90 deg, the changes of f with � and Re display similar
traits for all considered channels. Friction factor increases with an
increase in intersection angle due to the strength of the interaction
between two streams fluid.

Performance Evaluation. In the design of heat exchanger, it is
desirable to give the minimum pressure, and to obtain the highest
heat transfer rate, though in practice the ease of manufacturability

has to be taken into account. So it is important to carry out the
performance evaluation. Numerous performance evaluation crite-
ria have been suggested to compare the performance of heat ex-
changer surfaces according to different purposes for which a heat
exchanger is designed �13�. In present study the goodness factor
expressed as G= �Nu/Nu0� / �f / f0�1/3 is used as the comparison
criterion. It is based on the criterion of equal pumping power and
fixed surface geometry, where the subscript 0 stands for the value
of straight channel having a square cross section �Nu0=2.98,
f*Re=14.25�.

Figure 18 reports the goodness factor G versus Re with differ-
ent intersection angles for the CP-UH1 configuration as a repre-
sentative. A high position in this plot signifies a good perfor-
mance, which means less pumping power is required to reach the
same heat transport rate. It is difficult to separate from the influ-
ence of � for the dependence of G on Re. It is observed that the G
increases with increasing Re for �
90 deg, and the goodness of
the 30 deg channel is superior to that of the 60 deg one. For �
�90 deg, the G increases first with increasing Re, however, with
further increase in Re the change of G is very faint, or even
decreases for 150 deg channel; moreover, with Re up to about
800, the G decreases with increasing � so that the performance of
150 deg channel is the worst. For all cases, the goodness factors
are all larger than 1, which means the performance of the CP-UH1
geometry is superior to the straight channel having a square cross

Fig. 12 Average Nu on undulated „Nuu… and corrugated „Nuc…
plates of UCS geometry as a function of the intersection angle
for different Reynolds numbers

Fig. 13 Distribution of the local Nusselt number for the CP-
UCS with intersection angle 60 deg, 120 deg and Re=500
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section.
Figure 19 shows the performance of the surfaces about flow

area goodness factor comparison for the CP-UH1 geometry, where
the ratio of the Colburn number to friction factor �j / f� is plotted
versus the Reynolds number and intersection angle. A high posi-
tion in this plot indicates a small flow area of the heat exchanger

�14�. This plot shows that the flow area goodness factor is de-
creased with increasing � and the change is more pronounced in
the range of �
90 deg than ��90 deg. The maximum goodness
factor is obtained in the 30 deg geometry channel and the mini-
mum in 150 deg one.

Fig. 15 Predicted velocity vector for the CP-UH1 inlet surface,
intersection angle �=120 deg, Re=1500. „a… Corrugation chan-
nel, „b… undulation channel.

Fig. 17 Variation of f with intersection angle in the UCS chan-
nel for different Reynolds numbers

Fig. 14 Temperature contour distributions of midplane for CP-
UH1, intersection angle 60 deg, 120 deg and Re=1200

Fig. 16 Fanning friction factor as a function of Re for different
intersection angles and geometries
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Conclusions
This study performs a three-dimensional numerical investiga-

tion on the heat transfer and pressure drop characteristics of the
corrugated-undulated channel under laminar flow condition. The
numerical prediction yields the following results:

The average Nuu and Nuc along the main flow direction con-
secutive cells for different geometries and intersection angles
show that entry effects can be significant, however they mainly
affect the first few cells and eventually the fully developed flow
and thermal conditions are attained in the seventh channel.

The Nuu and Nuc are found to correlate positively with Rey-
nolds number. The changes of Nuu and Nuc with � represent
different traits that are different with different geometries. The
Nuu as well as the Nuc of the CP-UCS �P /H=4.0� increases with
increasing �. But the changes of Nuc for CP-UH1 �P /H=4.206�
and CP-UP1 �P /H=7.181� with � do not show a clear trend. The
Nuc is smallest on 60 deg wall surface for ��90 deg, while for
��90 deg the minimal Nuc is obtained on 150 deg wall surface.

The local Nusselt number distributions show that the minimum
Nu is situated at the four contact points where the top plate
touches the bottom one; and the maximum values of Nu occur in
a limited region located upstream of the crest of the conjugate
channel. Low Nu is observed in the whole central corrugated �fur-
row� region, but it shifted to one side close to the inlet neighbor-
hood of the conjugate duct on the undulated plate.

The friction factor f decreases with increasing Re. The change
of f with � differs with different geometries and different ranges
of �. For ��90 deg, friction factors are increased with increasing
� for all geometries. For ��90 deg, the effect of � on f is very
small for a large P /H �CP-UP1� channel; but f increases with
increasing � for the small P /H channels �CP-UH1 and CP-UCS�.

The dependence of G upon Re and � is faint. For all cases, G is
larger than 1 with a straight channel having a square cross section
as reference. The area goodness factor decreases with increasing �
and the change is more pronounced in the range of �
90 deg
than ��90 deg. The 30 deg geometry channel has optimal flow
area goodness, i.e., a small flow area of the heat exchanger.
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Nomenclature

Latin Symbols
Ac � cross section of unitary cell
Ad � heat transfer surface area
Cp � specific heat
De � equivalent diameter, 4V /Ad

f � friction factor
H � external height of corrugation
Hi � internal height of corrugation

	L � extent of unitary cell along the main flow
direction

ṁ � mass flow rate in unitary cell
Nu � average Nusselt number

Nux � local Nusselt number
P � pitch of corrugation or undulation

�	P� � pressure drop in unitary
Re � Reynolds number, uavDe /�
Pr � Prandtl number ��*Cp /��
qw � local wall heat flux

�qw	 � average wall heat flux
S � plate thickness �m�
T � temperature

Tf � fluid volume average temperature
uav � average velocity, G /�Ac

ui, uk � velocity components
V � internal volume of unitary

xi, xk � generic variable

Greek Symbols
� � intersection angle between corrugated and un-

dulated plate
� � density of air
� � fluid thermal conductivity
� � dynamic viscosity
� � kinematics viscosity

Subscripts
c � cross section
e � equivalent
f � fluid

i ,k � indices of vector/internal p constant pressure
w � wall
x � local value
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Comparison of Various Methods
for Simultaneous Retrieval of
Surface Emissivities and Gas
Properties in Gray Participating
Media
An inverse radiation analysis for simultaneous estimation of the radiative properties and
the surface emissivities for a participating medium in between infinitely long parallel
planes, from the knowledge of the measured temperatures and heat fluxes at the bound-
aries, is presented. The differential discrete ordinate method is employed to solve the
radiative transfer equation. The present analysis considers three types of simple scatter-
ing phase functions. The inverse problem is solved through minimization of a perfor-
mance function, which is expressed by the sum of squares of residuals between calculated
and observed temperatures and heat fluxes at the boundaries. To check the performance
and accuracy in retrieval, a comparison is presented between four retrieval methods, viz.
Levenberg-Marquardt algorithm, genetic algorithm, artificial neural network, and the
Bayesian algorithm. The results of the present analyses indicate that good precision in
retrieval could be achieved by using only temperatures and heat fluxes at the boundaries.
The study shows that the radiative properties of medium and surface emissivities can be
retrieved even with noisy data using Bayesian retrieval algorithm and artificial neural
network. Also, the results demonstrate that genetic algorithms are not efficient but are
quite robust. Additionally, it is observed that an increase in the error in measurements
significantly deteriorates the retrieval using the Levenberg-Marquardt algorithm.
�DOI: 10.1115/1.2227037�

Keywords: inverse radiation problem, parameter estimation, discrete ordinate method,
Levenberg-Marquardt algorithm, genetic algorithm, artificial neural network, Bayesian
algorithm

Introduction
The inverse analysis of radiation in a participating medium has

a broad range of engineering applications, for example, remote
sensing of the atmosphere, determination of the radiative proper-
ties of a medium, and the prediction of temperature distribution in
combustion chambers, and so on. The inverse radiation problem
considered here is concerned with a simultaneous estimation of
the absorption, scattering coefficients, and surface emissivities for
three types of scattering phase functions, in a plane-parallel slab,
by utilizing the simulated, measured temperatures, and heat fluxes
at the boundary.

In the forward problem the boundary conditions and the radia-
tive properties of walls and medium are given and the temperature
profile and heat fluxes at the boundaries are to be determined. The
governing equation for describing the radiation intensity field in
an absorbing, emitting, and scattering medium is the radiative
transfer equation �RTE� �1�, which is of the integro-differential
type. In the present work the discrete ordinate method �DOM�
�1–5� is employed to solve steady state radiative transfer in a
participating medium. In the category of accurate radiative trans-
fer algorithms, the DOM can provide the most flexible trade-off
between precision and computation time �5�. In the discrete ordi-
nate method, the general radiative transfer relations are repre-

sented by a discrete set of equations for the average intensity over
a finite number of ordinate directions. Integrals over solid angles
are replaced by a quadrature sum, which uses a set of the discrete
ordinate directions and the corresponding weights. In the present
work, the double Gauss quadrature rule is used to transform the
integro-differential equation into a system of coupled first order
ordinary differential equations with boundary conditions at the
two end points, which can be solved by using readily available
standard software routines.

A lot of work has been reported on the inverse analysis in
participating medium �6–15� and estimation of radiative proper-
ties. Inverse radiation problems that deal with the prediction of the
temperature distribution or source term in a medium from radia-
tion measurements have been reported by many researchers �6–8�.
Simultaneous estimation of optical thickness, single scattering al-
bedo, and the coefficients of phase function for plane-parallel me-
dium were also investigated �9,10�. The inverse analysis for the
estimation of wall emissivities has been reported in Liu et al. �12�.
Franca et al. �14� addresses various available methods for solving
inverse problems in radiative transfer with participating media.
The reviews by McCormick �15� reveal that most of the analysis
of inverse radiation requires the knowledge of the moments of
incident and emerging radiation at the boundaries, which are gen-
erally difficult to measure in practical applications. Although sev-
eral techniques are available for the solutions of the radiation heat
transfer problems, the radiative properties of the medium, such as
the single scattering albedo, the extinction coefficient are uncer-
tain. In this paper, the implementation of four inverse methods—
Levenberg-Marquardt method �LMM�, genetic algorithm �GA�,
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artificial neural network �ANN�, Bayesian algorithm, is presented
to compare their accuracy, computational economy in the re-
trieval, for three types of scattering phase functions.

The convergence of the Levenberg-Marquardt method �16,17�
for ill-posed problems has been proven by Hanke �18� and Hen-
dricks and Howell �10�. The Levenberg-Marquardt method can be
thought of as a combination of the steepest descent and the Gauss-
Newton method. When the current solution is far from the correct
one, the algorithm behaves like the steepest descent method:
Slow, but guaranteed to converge. When the current solution is
close to the correct solution, it becomes a Gauss-Newton method.
The applicability of the conventional LMM for ill-posed problems
is still an open research topic.

Genetic algorithms �19,20� are the search methods that combine
the concept of survival-of-the-fittest among string patterns with a
regulated yet randomized information exchange. Li and Yang �11�
applied genetic algorithms to solve the inverse problem for simul-
taneously determining the single scattering albedo, the optical
thickness and the phase function, from the knowledge of the exit
radiation intensities.

In recent years, there has been a growing tendency to use data-
driven approaches such as ANN to complement or even replace
deterministic knowledge-based models. The use of ANN is par-
ticularly useful when the physical world is not fully defined, when
the model has many uncertainties �model coefficients and/or input
parameters�, and when there is extensive data for training the
network. Results of Tsintikidis et al. �21� showed that ANN gives
better results when compared with regression models for atmo-
sphere problems. The commonly used feed forward multilayer
perceptron networks �22� are employed for training the ANN. Pre-
dictions made based on the simulated data, proves that the ANN
prediction follows the observed trends quite well for both the
training and testing data. The trained ANN is then used to retrieve
the parameters.

In Bayesian inference, a prior distribution model is combined
with the likelihood to formulate the posterior probability density
function �23–25�. The Bayesian inference approach provides a
complete probabilistic description of the unknown quantities
given all related observations. The method regularizes the ill-
posed inverse problem through prior distribution modeling �23�
and in addition provides means to estimate the statistics of uncer-
tainties. Sivia �24� gives a very good summary and practical ap-
plications of the Bayesian approach.

In the present work, the radiative properties of the medium and
both surface emissivities are estimated simultaneously by inverse
analysis, from the knowledge of temperature and heat flux at
boundaries of a plane-parallel medium. Measured data are gener-
ated by adding random errors to the solutions to the forward prob-
lem. To assess the accuracy of predictions, a statistical analysis is
made to establish the error bar for inverse solution. Error bars are
useful not only for estimating the accuracy of predictions, but also
determine whether any corrective measures are needed to improve
the precision of prediction.

Analysis
The one-dimensional geometry used in the present analysis

consists �Fig. 1� of two parallel, isothermal, diffuse, infinitely
large plates separated by absorbing, emitting, scattering, gray me-
dium that is in radiative equilibrium. The top and bottom plates
are at temperatures Tt, Tb, having emissivities �b, �t, respectively,
and are separated by distance L. The analysis of this inverse prob-
lem involves the following two basic steps: �a� The direct prob-
lem; �b� the inverse problem; these steps are described below.

The Direct Problem. The direct problem of concern here is to
find the temperature profile and heat fluxes at the boundaries. In
the present work the differential discrete ordinate method �4� is
used to solve the direct problem. The equation of transfer for

azimuthally symmetric radiation in an absorbing, emitting, and
scattering gray medium between plane parallel plates can be writ-
ten �1� as

�
�I�z,��

�z
= �aIB�T�z�� − ��a + �s�I�z,��

+
�s

2 �
��=−1

1

I�z,������� → ��d�� �1�

where, I is the total intensity at an optical depth � in the direction
�. � is the scattering phase function for azimuthally symmetric
radiation. The one-dimensional domain is sub divided into N con-
trol volumes of length �z in the z direction and the governing
equations are evaluated for a discrete number of ordinate direc-
tions 2M and the integrals are replaced by a numerical quadrature
�1� as follows:

�i
dIi���

d�
= − Ii��� + �1 − �̃�IB�T���� +

�̃

2 �
j=1

2M

wjIj��� j → �i�

�2�

where �i’s are the quadrature points between −1 and +1 corre-
sponding to a 2M order quadrature, and wi’s are the corresponding
weights. For the case of radiative equilibrium IB is given by

IB�T���� =
1

2�
j=1

2M

wjIj��� �3�

Substituting the above expression into Eq. �2� yields a system of
2M first order ordinary differential equations. In matrix form

dI

d�
= �A�I + B �4�

where

Aij =
�ij

�i
+

�̃

2�i
wj� �5�

Bi =
�1 − �̃�

2�i
�
j=1

2M

wjIj �6�

The Jacobian of Eq. �4� is given by

�

�Ij
�dIi

d�
� = Aij �7�

The boundary conditions for DOM are generated by expressing
the intensity leaving the surface along ordinate direction M as the
sum of emitted and reflected intensities. Out of 2M different in-
tensities half originate from the bottom plate at �=0 �with �i
	0�, and the other half from the top plate at �=�L �with �i
0�.
Upward intensities �with �i	0� are used to find irradiation at the
top plate, similarly the downward intensities �with �i
0� are
used to find irradiation at bottom plate. At boundary �=0, it is

Fig. 1 Schematic of the physical model
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Ii�0� =
�Tb

4

�
− 2

�1 − �b�
�b

�
j=1

M

wj� jIj�0� �8�

Similarly, at boundary �=�L

Ii��L� =
�Tt

4

�
+ 2

�1 − �t�
�t

�
j=M+1

2M

wj� jIj��L� �9�

The temperature distribution is given by

T��� = ��IB���/��1/4 �10�

The nondimensional heat flux is written as

q���* = q���/	��Tb
4 − Tt

4�
 �11�

where the heat flux is given by

q��� = �
j=1

2M

wj� jIj��� �12�

The present methodology uses the Gauss quadrature scheme of
discrete ordinates to reduce the radiative transfer equations into a
set of first order differential equations. The overall solution pro-
cedure for DOM is as follows:

�1� Compute Gauss quadrature points and weights;
�2� compute initial intensity field �from assumed tempera-

ture profile�;
�3� calculate A and B according to Eqs. �5� and �6� �updated

with every iteration�;
�4� calculate the Jacobian matrix for Eq. �4� �updated with

every iteration�;
�5� solve the system of first order differential equations with

two point conditions for intensity using DBVPFD �IMSL-

FORTRAN� subroutine �26�;
�6� calculate IB using Eq. �3�;
�7� calculate the temperature distribution from IB, Eq. �10�;
�8� calculate nondimensional flux using Eqs. �11� and �12�.

The present scheme requires simple mathematics to set up
equations and utilize the subroutine to solve the resultant system
of equations. This commercially available DBVPFD �IMSL-FORTRAN

90� subroutine �26� has already been heavily tested for numerical
accuracy and stability.

The scattering phase functions considered in the present analy-
sis are as follows �27�:

Type 1: Phase function for the case of scattering of unpolarized
incident radiation from a small sphere with refractive index tend-
ing to infinity

��� = 3
5��1 − 1

2 cos �2 + �cos  − 1
2�2� �13�

Type 2: Rayleigh scattering: ��� = 3
4 �1 + cos2 � �14�

Type 3: Isotropic scattering: ��� = 1.0 �15�

Inverse Problem. The inverse radiation problem considered
here is concerned with simultaneous estimation of the absorption,
scattering coefficients and the surface emissivities, in a plane-
parallel slab of optical thickness �L, by utilizing the simulated,
measured temperatures and heat fluxes at the two boundaries. As-
suming that the model is an accurate representation of the system,
the measurements will differ from simulated data by measurement
noise; the effect of noise is taken into account artificially as in the
following equation:

yi = Zi + �st,i� i = 1,2,3,4 �16a�

Where �st is a standard deviation of measurement which is as-
sumed to be same for all the measurements, and � is a standard
normal distribution random number. Thus, the probability that � is

included between −2.576 and 2.576 is 99%. The standard devia-
tions of these parameters, �st, is chosen as

�st,i =
Zi � �%

2.576
�16b�

Levenberg-Marquardt Method. The formulation of the inverse
problem considered here is similar to that for the direct problem,
except that the absorption, scattering coefficients and two surface
emissivities are unknown. Instead, measured temperature and heat
flux at both surfaces of the plate �Yi�, are assumed to be available.
Then the inverse problem consist of utilizing the measured data
�Yi� to determine the four elements of the unknown vector X de-
fined as

R = �
i=1

4

�yi − Zi�xi��2 = FTF �17�

where Zi is the simulated data and Fi is the difference between the
measured and simulated values. All of the arguments of X will be
referred to as parameters. To minimize the norm R, the above
equation is differentiated with respect to each of the unknown
parameters X= 	� ,�S ,�b ,�t
 to yield

�R

�X
=

��FTF�
�X

= 0 �18�

In this equation, the vector F is expanded in a Taylor series, and
only the first order terms are retained. To improve convergence of
the solution of the resulting system of equations, a damping pa-
rameter � is added to yield the Levenberg-Marquardt algorithm
�17�

��T� + ����X = �TF �19�

where � is the identity matrix and �ij are the elements of the
Jacobian matrix, i.e.,

�ij =
�Zi

�Xj
; i, j = 1,2,3,4 �20�

Here �Zi /�Xj represents the sensitivity coefficient which is a mea-
sure of how the solution of a direct problem is affected by a
change in any particular parameter. The iterative procedure starts
with an initial guess for the vector of unknowns, X0. Then the
variation �Xk, at iteration level k, defined by

�Xk = Xk+1 − Xk �21�

is calculated from Eq. �19�, now written in a form suitable for
iterative calculations

�Xk = ���k�T�k + ��k�−1��k�TFk �22�

yielding the new estimated value for the unknowns

Xk+1 = Xk + �Xk �23�

The iterative procedure of sequentially calculating �Xk and Xk+1

from Eqs. �22� and �23�, is continued until the convergence
criteria

�Xj
k 
 �c = 10−5 for j = 1,2,3,4 �24�

is satisfied.

Genetic Algorithm. The objective function without constraints
is given by Eq. �17�. Here, the optimization is carried out using
GA. Since GA works with only maximization problems, the ob-
jective function is modified as

r = 1/�1 + R� �25�

GA is a robust parameter search technique based on the mechanics
of natural genetics and natural selection. Unlike calculus-based
methods, GA does not depend on the existence of derivatives or
on the initial values. Traditional optimization algorithms will con-
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verge to the minimum only if the objective function has only one
well defined minimum. Since the present objective function is
highly nonlinear and multimodal, a traditional optimization algo-
rithm as, for example, the sequential quadratic programming is
used to validate the complexity of the objective function and it is
found that the results converge to a local minimum based on the
initial guess values. Thus GA, which is very attractive and used
for applications where the objective function is highly nonlinear
and multimodal, is employed for the process of optimization. GA
works iteration �generation� by iteration, successively generating
and testing a population of strings. In the first generation, an ini-
tial population, which is a set of individuals �design parameters�
each of which is represented in binary-coded strings, is randomly
generated within the range of parameters. After evaluating the
fitness of each individual, fitter individuals are selected for repro-
ducing offsprings for the next generation. The selection process is
determined by the objective function values. Some of the selected
individuals are chosen to find mates and undergo the crossover
operation, which is a reproduction process that makes offsprings
by exchanging their genes to improve the fitness of the next gen-
eration. Then, some of the offsprings are chosen for the operation
of mutation that preserves the diversity of a population, while
searching the design space that cannot be represented with the
present population by changing some of the genes of selected
individuals within the range of the design space. Because there is
no guarantee that GA will produce a monotonic improvement in
the objective function value with variance of generation, due to its
stochastic nature, an elitist strategy is used to ensure a monotonic
improvement by copying the best individual of the present gen-
eration on to the next generation. Once the first generation is
completed, the iterations will not stop until a satisfactory solution
is reached. The highlights of the GA code �28� used in the present
study are �i� in the reproduction phase, fitter individuals are se-
lected using tournament selection operator �ii� uniform crossover
operator is used �iii� instead of mutation, micro-GA is imple-
mented. Here, the bits of the best fitness parameter set are com-
pared with corresponding bits of all other parameter sets, and if
the number of bits which are different from the best parameter set
are less than 5% of the total number of bits present in the total
population, then the algorithm considers the population as con-
verged and retains only the best fitness parameter set and replaces
all other parameter sets with a new parameter set created, ran-
domly as was done in the first step. Hence the micro-GA imple-
mentation will not occur in every generation, but only if this con-
dition arises.

Artificial Neural Network. Applications of neural networks
have two distinct phases: Training and simulation. In the training
phase, many pairs of inputs and outputs are shown to the network
and the weights within the network are adjusted until the network
produces the desired output. In the simulation phase, the training
algorithm is deactivated, and the network merely computes the
output based on the given inputs.

In this study, feed-forward multilayer perceptron networks are
employed for training the ANN. These networks are widely used
due to their simplicity and excellent performance �22�. A network
with four inputs and four outputs is created, and two hidden layers
with 40 neurons each is employed. Already available data set of
20,000 profiles along with radiative properties of medium and
surface emissivities are used to train the network. Figure 2 shows
the layout of the network used in the present study. The left most
layer in the Fig. 2 corresponds to the input variable. All the input
variables are normalized with respect to their maximum possible
values, to ensure that the range of all the variables lie in the same
range of the activation function used for each node in the neural
network and hence helps in the process of reducing the effort to
link the input and output values in the ANN. This also helps in
reducing some effort needed to code the variable limits in the
optimization analysis, which is used for solving the inverse prob-
lem in the current study. In this study, the number of hidden layers

used is two, and 40 nodes are placed in each hidden layer. The
rightmost nodes in the network give the retrieval parameters cor-
responding to the input temperatures and heat fluxes at bound-
aries. The above configuration of the network is selected based on
the performance of the network that predicts the parameters well
in comparison with that of other configurations.

Bayesian Retrieval Algorithm. The Bayesian retrieval algorithm
uses a database of precalculated temperatures and heat fluxes for
many possible values of radiative properties of medium and emis-
sivities of surfaces, and integrates over the points in the database
with the Bayes theorem. Bayesian inversion methods formally add
prior information to that provided by the measurements to obtain
a well posed retrieval and corresponding uncertainty estimate
�24�. The Bayes theorem can be stated mathematically for the
retrieval problem as

ppost�x�y� =
pf�y�x�ppr�x�

� pr�y�x�ppr�x�dx

�26�

where x represents the state vector �� ,�s ,�b ,�t� and y represents
the vector of observations �temperatures and heat fluxes at the
boundaries�. pp�x� is the prior probability density function �PDF�
of the state x, pf�y �x� is the conditional probability density func-
tion of the measurements given the state vector, and ppost�x �y� is
the posterior probability density function of the state vector. The
prior PDF represents our knowledge of the parameters.

The retrieved parameter xret is calculated by integrating over the
posterior PDF to find the mean state

xret =

� xpf�y�x�ppr�x�dx

� pr�y�x�ppr�x�dx

�27�

This is a Monte Carlo integration because the database points are
chosen randomly. In practice, this integral is replaced by a sum
over the cases in the database. One advantage of the Bayesian
framework is that the uncertainties in retrieved parameters are
naturally defined by the variance of the posterior PDF

Fig. 2 A two hidden layer feed-forward neural network
architecture
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�x
2 =

� �x − xret�2pf�y�x�ppr�x�dx

� pr�y�x�ppr�x�dx

�28�

where �x is the one sigma error bar in x and xret is the mean x of
the posterior PDF.

The conditional PDF pf�y �x� is the probability density of the
measurement vector given an state vector. The forward PDFs of
the measurement vector are normally distributed about the simu-
lated vector for each observation.

pf�y�x� = �
j=1

4
1

2�� j
2

exp�−
�yj − Zj�x��2

2� j
2 � , �29�

where yj is the jth channel in the measurement vector, Zj�x� is the
radiative transfer simulation for channel j, and � j is the standard
deviation for channel j. This formulation assumes that the uncer-
tainty in each channel is independent of the other channels, which
is a good assumption for random measurement noise, but may be
less viable for representing the radiative transfer modeling error. It
is assumed that the uncertainty � j is due to the measurement er-
rors. Since the conditional distribution is effectively zero if the
measurement vector is far from the observed one, the Bayesian
algorithm interpolates between those points in the database that
are reasonable matches to the observations.

The prior probability distribution is a way of introducing other
known information about the parameters. If a inversion is not
completely well posed, then the addition of a priori information
can serve as a constraint. In addition, the prior distribution gives a
good indication of how to choose the random cases for the data-
base. In fact, by choosing the database points in parameter space
xi distributed according to the prior PDF, the Monte Carlo inte-
gration simplifies to

xret =
�i

xipf�y�xi�

�i
pf�y�xi�

�30�

The sums in the Bayesian retrieval algorithm span all points in
the database. Including all the database points wastes computation
time calculating the conditional PDF for points where the PDF is
effectively zero, �i.e., where the measurement is far from that of
the database case�. The conditional PDF is the product of expo-
nentials, and, thus, is also the exponential of �2

xret =
�i

xi exp�−
1

2
�i

2�
�i

exp�−
1

2
�i

2� ; xi from pp�x� �31�

where �2 is a measure of the difference between the measurement
vector and database simulated vector

�2 = �
j=1

4 � yj − Zj

�st,j
�2

�32�

One way to speed up the Bayes integration is to stop the �2 sum-
mation and not calculate the posterior PDF when the �2 exceeds a
maximum, user specified value, �2	�max

2 . In the present work
�max

2 =30 is used.

Results and Discussion
For all of the cases, the parameters considered are Tb=373 K,

Tt=573 K, L=1.0 m, and grid sensitivity studies have been car-
ried out. It is noted that the error monotonically reduces when the
number of ordinate directions is increased. By noting the change
in the solution as the number of ordinate directions increases �for
a fixed number of control volumes� the rate of convergence is
inferred and, therefore, the number of ordinate directions corre-
sponding to desired accuracy is obtained. For the present problem
numbers of ordinate directions 24 is sufficient since the corre-
sponding relative error is approximately 0.1%. In addition, the
optimum number of control volume was obtained, by fixing the
number of ordinate directions and then varying the control vol-
umes. Finally, grid sensitivity studies show that optimum number
of directions and control volumes for the DOM are 24�32,
respectively.

Validation. In order to validate the present codes of the DOM,
several preliminary calculations were performed and compared
with the exact solutions �29� available in literature for a one di-
mensional planar absorbing and emitting medium contained be-
tween black plates under radiative equilibrium �Table 1�. Table 1
shows the nondimensional radiative heat flux �Eq. �11�� values for
discrete ordinate methods in comparison with the exact solutions
for various optical thicknesses for the case of isotropic scattering
with gray and diffuse type boundaries. It can be observed that the
result predicted by the DOM is in good agreement with the exact
solution. In the aforementioned case, the largest error between the
exact and the DOM is about 0.057%. The present DOM is clearly

Table 1 Validation of the DOM solutions for isotropic scattering for a plane medium

�b �t �L

q*�Exact�
�29�

q*�DOM�
�Present� Percent Errora

1.0 1.0 0.1 0.9157 0.9160 0.031
1.0 0.5532 0.5535 0.054
2.0 0.3900 0.3901 0.025
5.0 0.2077 0.2076 −0.048

0.8 1.0 0.1 0.7451 0.7455 0.045

1.0 0.4859 0.4863 0.057
3.0 0.2804 0.2805 0.032

0.8 0.5 0.1 0.4269 0.4271 0.025

1.0 0.3271 0.3272 0.037
3.0 0.2190 0.2190 0.009

0.8 0.1 0.1 0.0967 0.0967 0.002

1.0 0.0904 0.0905 0.011
3.0 0.0796 0.0796 0.012

aPercent Error= �Present−Exact� /Exact�100.
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accurate for all optical thicknesses.
To examine the effectiveness the methods presented in this pa-

per, three test cases are considered.
Case 1: Participating Medium with Type 1 Scattering Phase

Function (Eq. �13�)
Table 2 shows the mean values of the estimated parameter and

the standard deviation for the four methods along with computa-
tional time, with and without measurement errors. All the compu-
tations have been performed on a PC equipped with Intel-3 GHz,
Pentium-4 processor, 4 GB of RAM and Compaq visual FORTRAN

version 6.1 compiler. When there is no measurement error consid-
ered, the LMM predict the parameters exactly, but other methods
retrieve with small error. When the measurement errors are in-
creased, the percentage error in the retrieval is larger for LMM
compared to other retrieval methods considered in the present
work. Inverse analyses were performed by using simulated mea-
surements containing random errors varying from 0.1% to 5%.
The estimates obtained by using measurement errors of 10% or
more were not so good, hence such results are not presented here.
For each perturbation level, 40 different sets of random numbers
are generated and each set is added to the measurement vectors to
give 40 different sets of input data �30�.

The process of convergence for the Levenberg-Marquardt
method is shown graphically in Fig. 3. The curves represent the
absorption, scattering coefficients of the participating medium and
surface emissivities for the case where the measurement vectors
are taken without any perturbation. The method worked well even
with poor initial guesses, and with input data containing signifi-
cant measurement errors. A starting value of the damping param-
eter 0.0001 worked well for all cases considered here, and it was
reduced from iteration to iteration according to the approach origi-
nally proposed by Marquardt �17�.

In order to perform the retrieval using GA, ANN, Bayesian
algorithm, bounds on the variables, i.e., range of the parameters
are considered. In the present analysis absorption, scattering coef-
ficients varied from 0.001 to 2.0 m−1 and emissivities varied from
0.05 to 1.0. All the parameters involved in the current study are
normalized with respect to their maximum possible values, thus
ensuring that the range of all variables gets fixed between 0 and 1.
Figure 4 shows the minimization of residual with the number of
generations for GA. The present GA analysis uses the following

combinations of input for best performance: Population size of 8,
probability of mutation of 0.02, probability of cross over of 0.5,
and maximum number of generations is equal to 400.

To estimate parameters using ANN, the forward problem is
solved for randomly chosen parameters with in the given range,
and results are stored in database. Approximately, 20,000 profiles
were generated by varying the parameters randomly, within the
range considered; out of these 15,000 profiles are used to train the
ANN and the remaining 5000 are used for validation purposes.

Bayesian approach avoids the direct solution of the inverse
problem; instead the forward problem is solved repeatedly for
large sets of input parameters. Generation of database of param-
eters and corresponding observations is the key element in the
Bayesian algorithm. The first step in generating the database is to

Table 2 Results for the case of single layer of the participating medium using mode 1 type of
scattering „Mean±standard deviation…

� �%� �a, m−1 �s, m−1 �b �t

CPU
Time, s

Actual value 0.75 0.25 0.6 0.9

0 LMM 0.7500 0.2500 0.6000 0.9000 1.80
ANN 0.7495 0.2508 0.6019 0.9021 0.01
GA 0.7503 0.2494 0.6001 0.9002 28.90

BAYESIAN 0.7526 0.2499 0.5999 0.9021 0.64
0.1 LMM 0.7487±0.0066 0.2502±0.0008 0.5997±0.0013 0.9004±0.0025 1.84

ANN 0.7484±0.0013 0.2520±0.0007 0.6055±0.0003 0.9072±0.0004 0.01
GA 0.7426±0.0157 0.2533±0.0106 0.6010±0.0041 0.8977±0.0093 28.79

BAYESIAN 0.7559±0.0016 0.2498±0.0008 0.5998±0.0005 0.9065±0.0004 0.65
1.0 LMM 0.7370±0.0657 0.2522±0.0078 0.5974±0.0126 0.9042±0.0255 1.81

ANN 0.7453±0.0131 0.2530±0.0068 0.6052±0.0031 0.9076±0.0043 0.01
GA 0.7351±0.0447 0.2375±0.0337 0.5918±0.0192 0.9075±0.0266 28.97

BAYESIAN 0.7515±0.0162 0.2512±0.0076 0.5999±0.0046 0.9064±0.0041 0.64
2.0 LMM 0.7247±0.1311 0.2546±0.0157 0.5956±0.0251 0.9092±0.0510 1.94

ANN 0.7420±0.0262 0.2541±0.0137 0.6049±0.0062 0.9080±0.0086 0.01
GA 0.7231±0.1199 0.2397±0.0363 0.5893±0.0249 0.9134±0.0508 29.60

BAYESIAN 0.7466±0.0315 0.2535±0.0150 0.6005±0.0086 0.9060±0.0082 0.65
5.0 LMM 0.6645±0.3241 0.2731±0.0473 0.5958±0.0631 0.9049±0.1002 1.71

ANN 0.7324±0.0663 0.2576±0.0343 0.6041±0.0155 0.9090±0.0215 0.01
GA 0.6956±0.3325 0.2613±0.0545 0.5934±0.0631 0.9116±0.0937 29.82

BAYESIAN 0.7356±0.0702 0.2578±0.0338 0.6011±0.0174 0.9060±0.0201 0.66

Fig. 3 Convergence of iteration procedure of Levenberg-
Marquardt algorithm
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create random profiles of absorption, scattering coefficient and
emissivities. The distribution of these parameters is the prior in-
formation in the retrieval, so it is important that the profiles are
realistic and completely cover the possible parameter range. In the
present analysis 105 profiles are generated to form the database
which takes a CPU time approximately of 4000 s. The Bayes
theorem is used to combine a priori information about parameters
with the forward model to select a physically likely profile that
matches the observations.

Case 2: Participating Medium with Type 2 Scattering Phase
Function (Eq. �14�)

Here, the problem remains the same as in the previous case,
except that the type of scattering considered is different. Table 3
shows that, with no measurement error, the LMM predicts very
accurately but the accuracy of the LMM decreases with the in-
crease in the measurement error. It can be observed from the table
that the genetic algorithm takes more time for convergence com-

pared to other algorithms. Also, the genetic algorithm is not very
accurate. When measurement errors increase, this method gives
better estimates compared to the LMM. For a Raleigh type of
scattering phase function, ANN requires 20,000 profiles for train-
ing and 5000 profiles for testing, which takes about 1200 s. Once
the weights are converged, the ANN gives real time estimation of
the parameters.

Case 3: Participating Medium with Type 3 Scattering Phase
Function (Eq. �15�)

First of all, without measurement errors, the performances of all
methods are investigated. It can be observed that for isotropic
scattering phase function, all the methods failed to retrieve the
absorption and scattering coefficients separately, but it is possible
to retrieve the extinction coefficient which is the sum of absorp-
tion and scattering coefficients. Table 4 shows the effect of the
measurement error on the estimated extinction coefficient and sur-
face emissivities obtained from surface temperatures and heat
fluxes. It is possible to demonstrate that the Bayesian retrieval
algorithm gives a very good estimation of parameters, even for
higher measurement errors compared to GA and LMM. The ANN
gives the real time estimation of parameters with good accuracy
but it requires time consuming data base creation and training.

Conclusions
An inverse method is presented for simultaneous estimation of

absorption and scattering coefficient and surface emissivities for a
participating medium between two parallel, diffuse, isothermal,
infinitely large plates from the knowledge of temperatures and
heat fluxes at the boundaries. The inverse problem is solved by
using the four methods: The Levenberg-Marquardt algorithm, ge-
netic algorithm, artificial neural network, and Bayesian algorithm.
Noisy input data have been used to test the performance of the
proposed methods. The results show that the parameters can be
estimated with good accuracy using measured temperatures and
heat fluxes only at the boundaries. Also, it is found that the in-
crease in the error in the measurement reduces the accuracy in the
retrieval of the Levenberg-Marquardt algorithm, and in order to
reduce the errors of the inverse estimation, the measurement er-
rors must be confined to an appropriate limit. Genetic algorithms
are not efficient and time consuming but are quite robust, i.e., the
optimization procedure will yield a near-global optimal solution.
It is suggested that genetic algorithms be used when the traditional

Fig. 4 Convergence history of GA for parameter retrieval in
Mie scattering

Table 3 Results for the case of single layer of the participating medium using mode 2 type of
scattering „Mean±standard deviation…

� �%� �a, m−1 �s, m−1 �b �t

CPU
Time, s

Actual value 0.75 0.25 0.6 0.9

0 LMM 0.7500 0.2500 0.6000 0.9000 7.81
ANN 0.7491 0.2502 0.6025 0.9015 0.01
GA 0.7450 0.2553 0.6010 0.8951 33.25

BAYESIAN 0.7518 0.2511 0.6001 0.8997 1.62
0.1 LMM 0.7488±0.0064 0.2500±0.0014 0.5995±0.0019 0.9003±0.0021 7.58

ANN 0.7487±0.0018 0.2508±0.0013 0.6065±0.0004 0.9031±0.0004 0.01
GA 0.7415±0.0171 0.2592±0.0231 0.6012±0.0005 0.8979±0.0089 32.61

BAYESIAN 0.7532±0.0021 0.2524±0.0016 0.6002±0.0004 0.8987±0.0005 1.57
1.0 LMM 0.7384±0.0641 0.2503±0.0142 0.5961±0.0185 0.9037±0.0212 7.52

ANN 0.7467±0.0180 0.2502±0.0133 0.6060±0.0042 0.9036±0.0042 0.01
GA 0.7328±0.0532 0.2632±0.0532 0.6032±0.0012 0.9079±0.0331 31.82

BAYESIAN 0.7524±0.0207 0.2506±0.0160 0.5999±0.0038 0.8992±0.0046 1.52
2.0 LMM 0.7276±0.1279 0.2507±0.0287 0.5938±0.0369 0.9080±0.0425 7.56

ANN 0.7446±0.0358 0.2493±0.0267 0.6054±0.0084 0.9041±0.0084 0.01
GA 0.7289±0.1251 0.2690±0.0982 0.6049±0.0089 0.9089±0.0831 31.88

BAYESIAN 0.7525±0.0394 0.2476±0.0311 0.5998±0.0077 0.9000±0.0093 1.56
5.0 LMM 0.7342±0.3017 0.2135±0.0939 0.6004±0.0929 0.9090±0.0913 7.01

ANN 0.7392±0.0882 0.2461±0.0674 0.6034±0.0208 0.9054±0.0209 0.01
GA 0.7198±0.3256 0.2748±0.1023 0.6070±0.0103 0.9098±0.0991 32.32

BAYESIAN 0.7448±0.0869 0.2440±0.0681 0.5984±0.0203 0.9034±0.0227 1.51
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optimization methods fail, or are difficult to apply. It can be ob-
served that the Bayesian retrieval algorithm and artificial neural
network are robust and yield accurate parameter estimation even
when noise is present in the observations. The Bayesian algorithm
combines prior information about properties with radiative trans-
fer simulations to retrieve parameters. The retrieved parameter
vector is the mean of the posterior probability density function. A
large precalculated database of randomly chosen properties and
corresponding simulated surface temperatures and heat flux is in-
put to the algorithm. The technique efficiently integrates over only
those database points that are close to the observed temperatures
and heat fluxes, resulting in fast retrievals that are also accurate.
The present inverse problem can be extended to multilayer radia-
tive problems involved in the retrieval of atmospheric parameters
simultaneously from satellite data.

Nomenclature
A � elements of the Jacobian matrix A
B � elements of the vector B
I � radiation intensity, W/m2

L � length of the domain, m
M � half order of the Gauss quadrature
N � number of control volumes
q � heat flux, W/m2

R � sum of square of residuals
T � temperature, K
w � weights for Gauss quadrature
x � vector of unknowns
y � measurement vector
Z � simulated results
z � Cartesian coordinate

Greek Symbols
 � scattering angle from the forward direction ��

−2�polar angle�, rad
�z � control volume thickness, m
�ij � Dirac delta function

� � emissivity of the surface
�c � tolerance for the stopping criteria
� � identity matrix
� � measurement error

� � damping parameter
� � normally distributed random number
� � direction cosine
� � Stefan-Boltzmann constant,

5.67�10−8 W m−2 K−4

�a � absorption coefficient, m−1

�e � extinction coefficient, m−1

�s � scattering coefficient, m−1

� � optical depth
� � scattering phase function
�̃ � single scattering albedo
� � solid angle, steradian

Subscripts
o � coordinate origin
B � blackbody
b � bottom plate
L � length of the plane parallel medium

ret � retrieved
st � standard deviation
t � top plate

Superscripts
* � nondimensional
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This paper investigates the bubble behavior of different heating
methods of narrow rectangular channels. Comparisons were made
on the onset of nucleate boiling (ONB) point and bubble behavior
with various flow patterns. Results reveal that the wall superheat
of two-side heating is lower than that in one-side heating at the
same heat flux. This difference becomes obvious at a higher heat
flux. Under the same subcooling condition, the required heat flux
to start nucleate boiling for the one-side heating channel is higher
than that for the two-side one. With similar bubbles behaviors, the
cross-sectional subcooling tends to be higher for the two-side
heating method. �DOI: 10.1115/1.2227040�
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1 Introduction
The channels employing hydraulic diameters between 200 �m

and 3 mm are referred to as minichannels �1�. Compared with
conventional channels from the view of the heat transfer, narrow
and microchannels have significant heat transfer enhancement
characteristics �2,3�. With a smooth internal surface and scouring
by flowing fluid, the dirt formed on the surface of the channel wall
can be easily removed and the fouling problem is not as serious as
the deformed channels. Moreover, heat transfer elements can be
easily assembled to compact devices. Since the innovative work
of Ishibashi et al. �2�, narrow channels have been adopted exten-
sively in engineering applications, e.g., microelectronic cooling
�4,5�, advanced nuclear reactor �6,7�, cryogenic, aviation, and
space technology. Because the bubble size has approached the
dimension of the channel, the size of the flow channel plays a
critical role on the flow boiling heat transfer. This results in that
the bubble in the narrow channel acts very differently from those
in the non-narrow channel.

Yoshida et al. �8,9� studied the heat transfer performance of
working media in a single-tube and double-tube thermosyphon,
and investigated the effects of subcooling and inclination. They
found that the performances of thermosyphon in single-tube and
double-tube are quite different in the heat transfer rate and flow
pattern. The effects of the heating methods on the parallel channel
should be similar to the situation of a thermosyphon. However,
there is no direct evidence about the comparison of bubble behav-
ior dynamics of flow boiling in narrow channels between the one-
side and the two-side heating situation.

During long historical practices of narrow channel investiga-
tion, a large number of experimental data and analytical results
about one-side heating have been accumulated �10–12�. There are
essentially no sufficient data available in the literature regarding
the two-side heating for narrow channels. It will be very conve-
nient if these one-side heating narrow channel data can be used to
correlate and predict the two-side heating narrow channel trans-
port phenomena and two-phase heat transfer performances.

For this reason, understanding the difference and similarity be-
tween these two heating methods �one-side heating and two-side
heating� of the narrow channels are an essential task to develop
the correlations. The feasibility of correlating the bubble behavior
characteristics and boiling heat transfer features of one-side heat-
ing to two-side heating in narrow channels provides a convenient
way to understand the inherent mechanism of heat transfer en-
hancement of narrow channels.

In the present work, we have experimentally compared the
bubble behavior under the condition of one-side heating with that
of two-side heating. Experimental studies are performed sepa-
rately for a single plate heater system and a double plate heater
system. A high-speed camera was used to compare the character-
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istics of bubble behavior. The onset of nucleate boiling �ONB�
point and characteristics of the heat transfer of the narrow channel
are also discussed.

2 Experimental Set-up and Data Treatment

2.1 Testing Apparatus for R12. Figure 1 is the schematic
diagram of the complete experimental setup for the test loops and
flow visualization. The test loop consists of a main test loop,
water-cooling loop, power supply, control system, and other aux-
iliary systems. The test-loop unit consists of a main circulating
pump, refrigerating unit, preheater, test section, condenser, heat
exchanger, pressurizer, and flowmeter. Working fluid comes from
pump 6 and then enters refrigerating unit 7, where it is refriger-
ated to the desired temperature if necessary. The flow rate is mea-
sured by the flowmeter with three different ranges of flow rates,
and then working fluid enters the preheater to adjust the tempera-
ture to a designated temperature. After that, liquid is heated in test
section 3 �details can be seen in Fig. 2�. Then the two-phase flow
enters condenser 4 to mix with the liquid directly coming from the
pump. After cooling, the liquid flows back to the pump. The inlet
temperature of the test section is controlled by a preheater and a
refrigeration unit. The accuracy of the direct current power supply
is ±0.8%. The mass flow rate is measured by a venturimeter with
an accuracy of ±1% of the whole measuring range of
50–500 kg/h. Pressure and pressure difference are measured by
the pressure transmitter with a FOUNDATION™ fieldbus model
STG960 �accuracy of ±30 kPa� and pressure difference transmit-
ter model ST3000 �Honeywell, accuracy of ±3500 Pa�. The tem-
perature is measured from a T-type sheathed thermocouple. Every
sheathed thermocouple is calibrated individually and the tempera-
ture measurement error of all the thermocouples is less than
0.45°C. The error distribution of the whole measuring range was
accounted for in the data acquisition system. And all the thermo-
couples are located at a distance of at least of 100 mm from the
inlet header tank. To avoid the inlet effect, the ONB points can

often be adjusted to more than 160 mm downstream. The IMP
distributed data acquisition system is used to obtain various sig-
nals from the test loop and test section at the accuracy of 0.03%.
Besides, with good insulation outside the test section, the heat loss
is only up to 1%. With careful heat loss calibration before every
formal experiment at the single-phase flow state, the heat loss is
taken into account in the final data processing. The calibration
process based on the conservation of thermal energy is used to
compare the outlet enthalpy with the combination of the inlet
enthalpy plus the power input to the liquid.

2.2 Data Treatment and Parameters’ Range. Since a flat
heating element is used, numerical simulation is first performed to
confirm that the heat flux distribution is uniform along the heating
side. As shown in Fig. 2, three thermocouples are installed at the
same height in one channel plate. Comparisons between the mea-
sured temperatures of distributed location and the simulation data
confirm the uniformity of the heat flux distribution. The channel
plates are made of brass �70Cu-30Zn� which has a thermal con-
ductivity of 115 W/mK at room temperature. Since it is sub-
cooled boiling, with the assumption of quasi-equilibrium within
every cross section, the mean temperature of the flow can be
evaluated from a simple energy balance on a differential length.
The wall temperature can then be evaluated as follows

TW = Ti −
q�x

k
�1�

in which, �x is the distance from the measuring point to the chan-
nel wall, which is due to the fact that the inserting location is
inside the wall �not right on the surface�. Ti is the measured tem-
perature, Tw is the calculated channel wall temperature. k is the
thermal conductivity of the brass channel plates, in which the
effect of the temperature dependence is taken into consideration. q
is the heat flux with which the heat loss has been accounted for.

The experimental setting of the present work is: the heating
length of the test section is 400 mm, the cross section of the
channel is 35 mm in width and 2 mm in gap size, the mass flux
varies between 700 and 1500 kg/ �m2 s�, the heat flux and the
pressure are ranging from 25 to 70 kW/m2 and 1.3 to 2.0 MPa,
respectively. Note that the heat flux is defined as the heat transfer
rate per unit heating area. The subcooled boiling condition is
maintained by limiting the power input of the test section accord-
ing to the inlet enthalpy. There is no extra measure used to pre-
serve the subcooled flow. The pressure is defined as the average

Fig. 1 Schematic diagram of test loop of R12

Fig. 2 Cross-sectional view of test section
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absolute pressure of the inlet and the outlet. The pressure is used
as a reference to calculate the saturated temperature and other
physical properties according to the computer code of NIST

REFPROP �1992 Version, new version can be found at
http://www.nist.gov�. There are a total of 48 thermocouples used
in the experiment to measure the temperatures of the test section
with 24 thermocouples on each of the heating walls.

3 Experimental Procedures and Results Discussion

3.1 Experimental Method. Before the start of the experi-
ment, careful calibration is performed to ensure the test equipment
is ready. The pressurizer in the test loop is first started to increase
the pressure to the desired value, then the main loop and the R-12
preheating equipment are used to adjust the flow rate and the inlet
temperature to the desired value. The heating power supplied to
the test section is increased gradually until the outlet temperature
reaches the saturated boiling point, and then waits for a couple of
minutes until all the parameters of every measuring point have no
change within the accuracy of the measuring instruments. Then
the temperature of all points of the test section is measured and
the location of the ONB point of subcooled boiling is recorded.
Meanwhile, a high-speed video camera is started to take images.
After the two-side heating experimental data are recorded, one of
the two heaters in Fig. 2 is cutoff to perform the one-side heating
experiment with the same system parameters. Since two-phase
flows are inherently unsteady, 50 samples per channel are ob-
tained over a period of 0.5 s and averaged to achieve repeatable
measurements. Under various operating conditions, 97 runs of
two-side and one-side heating experiments are performed, and a
large number of high-speed video images are recorded as well.

3.2 Effect of Heating Method on the ONB Point. The ONB
point is a key transition point for the boiling heat transfer, and a
critical point to adopt different correlations for the rate of the heat
transfer.

The ONB points are determined by using high-speed video.
According to the temperature of the heating wall as well as system
parameters, the relationship between the subcooled ONB point
and the wall superheat for one-side and two-side heating is shown
in Fig. 3 with a system pressure ps=1.4–2.0 MPa and mass flux
G=740–1500 kg/m2 s. The average subcooling of the ONB point
in one-side and two-side heating is shown in Fig. 4 with a con-
stant mass flux at G=1500 kg/m2 s. In these figures, the average
subcooling is defined as the difference between the current cross-
sectional temperature �calculated through thermal energy balance�
and the saturated temperature at the present pressure. The heat
flux is defined as the following

q =
P

Aha
�2�

in which P is the electric power input into the heating plate�s�,
�kW� and Aha is the total heating area �m2�.

In Fig. 3, it can be seen that the different heating methods
�one-side heating or two-side heating� have apparent effects on the
subcooled ONB point and the wall superheat. With the same heat

Fig. 3 Wall superheat versus the ONB point of one-side and
two-side heating as well as the prediction of Frost and Dza-
kowic „see Ref. †18‡…

Fig. 4 Subcooling of liquid versus the ONB point of one-side
and two-side heating

Fig. 5 Bubble morphology in different heating conditions: „a…
two-side heating, „b… one-side heating, „c… two-side heating, „d…
one-side heating, „e… two-side heating, and „f… one-side heating
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flux input, the wall superheat of the subcooled ONB point in the
two-side heating channel is less than that in one-side heating. This
effect is more pronounced when the heat flux is further increased.

The reason of the increasing difference in the wall superheat
phenomenon could be explained as follows: under the condition
of two-side heating, the disturbances of the bubble were largely
enhanced between both heating walls, which resulted in decreas-
ing the wall superheat. This is similar to the heat transfer enhance-
ment in narrow channels �2,13�. Comparing the two groups of the
present experimental data with the correlation of Frost and Dza-
kowic �14� �which was extended from Davis and Anderson’s �15�
analytical solution to cover liquids other than high pressure water
flows� at the same system parameter of two-side heating shows
that the �Tsup is much higher in Frost and Dzakowic �14� than the
experimental data for the two heating methods in the present
study. This result also suggests that two-side heating has a lower
superheat than the one-side heating case.

Comparing to the one-side and two-side heating cases, it can be
seen from Fig. 4 that the heat flux for the onset of boiling is quite
different under the same condition of subcooling. The heat flux
required by the onset of boiling in the two-side heating channel is
much less than that in one-side heating. With decreasing subcool-
ing of the cross section, these two curves tend to approach each
other. The reason for a different ONB heat flux between the two
cases is due to the development of the two thermal boundary
layers of both sides under the condition of two-side heating,
which makes the ONB point shift to up-stream. With increasing
heat flux, the disturbance between the two thermal boundary lay-
ers is enhanced, and the ONB point will shift further up-stream.

As described above, one-side and two-side heating have strong
effects on the ONB point. Under the same operating conditions,
the ONB is quite different when a different heating method is
used. When the ONB point is considered, the two-side heating of
subcooled flow boiling cannot be simply simulated under the one-
side heating condition.

3.3 Bubble Morphology in Different Heating Conditions.
For bubble morphology, it will be shown that the one-side heating
method is quite different from the two-side heating method. As
shown in Fig. 5, under approximately the same pressure, mass
flow rate, heat flux, and average subcooling of cross-sectional
conditions �see Table 1 for the operation conditions for Fig. 5�, the
bubble behavior displays many differences between the two heat-
ing methods.

Figures 5�a� and 5�b� illustrate the photoimages of the cases for
two-side heating and one-side heating, respectively, under almost
identical conditions �see Table 1�. It can be seen from Fig. 5�a�
that the channel was filled with a large amount of bubbles and the
liquid only existed as a liquid bridge. On the contrary, as shown in
Fig. 5�b�, in one-side heating, only a few isolated bubbles scat-
tered on the heating surface.

Similarly, Figs. 5�c� and 5�d� depict the photoimages for two-
side heating and one-side heating, respectively, with a larger mass
and heat flux, and slightly lower system pressure �see Table 1�.
Comparing Fig. 5�c� to Fig. 5�d�, it can be observed that with
two-side heating �Fig. 5�c��, the number of bubbles on the heating

surface is larger than that of one-side heating �Fig. 5�d��.
Figures 5�e� and 5�f� show the images of the cases for two-side

heating and one-side heating at a higher mass flux and wall heat
flux �see Table 1�, respectively. The difference of the working
condition between them is mainly the subcooled temperature of
the cross section, which are the 8.21 K for two-side heating and
4.01 K for the one-side heating. It is observed that the bubble
morphology is very similar; both cases have big bubbles, and the
bubbles are all rolling downstream. This implies that the two dif-
ferent heating methods have resulted in the same bubble morphol-
ogy at a different subcooled temperature. When we do not con-
sider the operational conditions other than flow patterns, the
difference of the bubbles behavior between the two heating meth-
ods is not easy to be distinguished. Thus the results of the differ-
ent heating methods are dominantly reflected on the subcooling of
the cross-sectional liquid and wall superheat. This indicates that
the differences of the behaviors of the bubbles are unapparent if
we do not consider the relevant conditions.

From the working parameters of the photoimages, it can be
seen that when the bubble morphology is similar, the subcooling
of the section is higher for the two-side heating method. Mean-
while, under the situation of similar bubble morphology, bubbles
will move at a higher speed for the one-side heating method than
those at the two-side heating method. This mechanism can be
explained as follows: under the condition of subcooled boiling,
fluid near the nonheating wall of the one-side heating is a single-
phase liquid, the friction is less than the one that has bubbles
moving on the opposite heating wall.

4 Conclusion
�1� The heating methods of the narrow channels of two-side and

one-side heating have strong effects on the wall superheat of the
subcooled ONB point. At the same heat flux, the wall superheat
under the condition of two-side heating is lower than that in one-
side heating. When the heat flux is increased, the difference in the
wall superheat between both cases is also increased.

�2� At the ONB point, under the same cross-sectional subcool-
ing, the required heat flux to initiate nucleate boiling for the one-
side heating narrow channel is higher than that for the two-side
heating channel. By decreasing the cross-sectional subcooling, the
difference narrows.

�3� When the operating conditions are nearly identical, the
bubbles behavior in one-side and two-side heating is quite differ-
ent as observed from the photoimages. Note that with similar
bubbles behaviors, the cross-sectional subcooling tends to be
higher for two-side heating cases.
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Table 1 Experimental conditions of Fig. 5

No. p /MPa
G /kg m2

s−1
q /kW
m−2 v /m s−1 xout

�Tsub
K Bubble description

5�a� 2.03 648.5 27.8 0.8 0.064 3.22 Liquid bridge was formed, bubbles filled half channel
5�b� 2.01 678.0 24.8 0.312 −0.018 6.44 Big bubbles coalesced small bubbles, which size

increased
5�c� 1.81 812.7 28.0 0.291 0.036 6.18 Have big bubbles, in discrete moving
5�d� 1.81 800.7 28.2 0.278 −0.019 7.06 Moving discrete bubbles
5�e� 1.83 1059.4 38.7 0.3 0.022 8.21 Rolling moving, bigger bubbles move faster and

coalesced small bubbles on rolling away
5�f� 1.82 1170.4 34.7 0.86 −0.026 4.01 Bubbles are very big, and the amount is few
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Nomenclature
Aha � heating area, m2

k � thermal conductivity of materials, W m−1 K−1

p � pressure, MPa
P � electric power input into the heating plate�s�,

kW,
G � mass flux of R-12, kg m−2 s−1

q � heat flux, kW m−2

Ti � temperature of the measuring point, K
Tw � temperature of channel wall, K

xout � mass dryness fraction of outlet,
�Hout−Hsat� /Hsat

�x � distance from measuring point to channel wall,
m

�Tsub � subcooled temperature of R-12, �Tsub=Tsat-T,
K

�Tsup � superheated temperature of heating wall, �Tsup
=TW-Tsat, K

v � velocity of bubbles, m s−1
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The increased importance of heat sinks in electronic cooling ap-
plications has resulted in a revived interest in extended surfaces,
or fins. Also, space and cost constraints provide impetus for opti-
mizing thermal performance for a given, or least, amount of ma-
terial. The current research focuses on a pin fin design of least
material, where the diameter of the pin fin varies axially to main-
tain the axial heat flux constant; thus all fin material is utilized
equally. Although such fins have been studied in the past, the
convective heat transfer coefficient was assumed to be constant,
which is not entirely true since it is known to be a function of
diameter for cylindrical bodies. The current research shows that
an optimal fin based on a variable convective heat transfer coef-
ficient yields a true optimal profile, and utilizes material better;
that is, it uses a lower volume of material to achieve the same heat
dissipation rate. This improvement in material utilization is show
to be anywhere from approximately 3% to 14%.
�DOI: 10.1115/1.2227041�

Keywords: extended surface, optimization, heat transfer

Introduction
In a book devoted to extended surfaces, Kern and Kraus �1�

describe and model various types of fins: longitudinal, radial and
pin fins, and Kraus �2� summarized advances that have been made
in extended surface technology since the optimal parabolic profile
first proposed by Schmidt �4�. Also, the influence of fin profile on
thermal performance has been investigated by a number of
researchers �1–7�.

The focus of this paper is on a particular type of pin fin. Sonn
and Bar-Cohen �8� investigated the optimum diameter for a cylin-
drical pin fin having a specified fin volume. Their theoretical study
assumed a constant material thermal conductivity, k, a uniform
diameter, D, and a constant convective heat transfer coefficient, h.
Li �9�, recognizing that the convective heat transfer coefficient

would, in general, be dependent on fin diameter, D, reformulated
the above problem using empirical correlations found in the archi-
val literature �3,10�. Li’s solution, however, was a transcendental
equation that had to be solved numerically. In any case, the work
of Li �9� was for an optimal constant cross-sectional area fin, not
a least material fin being investigated in the current paper.

A pin fin with a concave parabolic profile, similar to that shown
in Fig. 1 is generally considered to be the classic optimum shaped
fin; optimum shape being defined as the shape having a minimum
amount of material for a given heat transfer rate �1,3,5�. This
optimization is based on the implicit assumption of equal material
utilization. That is, where the heat flux is constant at every cross
section axially along the fin. The concave parabolic profile also
assumed the convective heat transfer coefficient to be uniform
along the length of the fin, even though the diameter of the fin
changes. In general, this assumption cannot be valid, because of
the known dependency of the heat transfer coefficient on diameter.
To the best knowledge of the authors, this problem has not been
fully addressed in the archival literature for forced convection in
cross-flow or pure natural convection. �Various variable convec-
tive heat transfer coefficients based not on D, but on functions of
either �or both� the coordinates along the major fin axis, x, and the
fluid to fin temperature difference, �, are reviewed in detail in Ref.
�2�.� Such is the specific focus of the present paper; modeling the
optimum profile, or shape, of a pin fin when the convective heat
transfer coefficient depends on diameter and, in the case of natural
convection, the surface temperature.

Formulation of Theoretical Model
Applying the conservation of energy principle to a finite vol-

ume extending from some axial point between the base and tip of
the fin, x, and an incremental distance from that point, x+�x, as
shown in Fig. 1, then taking the limit as �x→0, the differential
equation governing the temperature distribution in a pin fin is
expressed as

d

dx
� k

4
D2d�

dx
� − h D��1 +

1

4
�dD

dx
�2�1/2

= 0 �1�

where:

� = ��x� = T�x� − Tf �2�

In the above equation, k is the thermal conductivity of the fin
material, D is the variable diameter, and h is the convective heat
transfer coefficient. The square root term in the above equation is
what is usually termed the “length of arc” in the archival literature
and is often simplified for cases where �Db /L��0.1 �6�, as will be
discussed later. As mentioned earlier, the optimum shaped fin �the
fin of least material� would ideally have a uniform heat flux over
the length of the fin. The temperature distribution therefore must
be linear and given by

��x� = �Tb − Tf�
x

L
�3�

where Tb and Tf are the base and fluid temperatures, respectively.
�This assumes the tip of the pin fin approaches a point. The one-
dimensional validity of pin fins and others was shown in Ref. �12�
to be good where the Biot number, Bi�0.3 �Bi=hD /k�.� Substi-
tuting Eq. �3� into equation �1�, assuming a constant material ther-
mal conductivity, k, and neglecting the square of the convective
surface slope term, �dD /dx�2 /4, due to its small order of magni-
tude, yields the following differential equation governing the di-
ameter �profile� of the pin fin, D�x�.

dD�x�
dx

= �2h

k
�x �4�

Neglecting the surface slope can be shown to be an excellent
assumption by using Eq. �4� and recognizing that dD /dx
� �2hL /k�. This is also studied in Ref. �6� for various pin fin
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profiles and has been shown to be quite reasonable for cases
where �Db /L��0.1. Recent researchers �11� have included this
“length of arc” into the formulation of an optimal shape, but as-
suming the convective heat transfer coefficient to be a constant.

The solution to Eq. �4�, if the convective heat transfer coeffi-
cient, h, is assumed to be uniform over the entire length of the fin,
is the classic concave parabolic profile.

D�x� = �h

k
�x2 �5�

In this research, however, the above assumption will not be made
as the convective heat transfer coefficient, h, will be allowed to be
a variable based on the diameter. This variability will be unique to
the mode of heat transfer �forced, natural, etc.� and will thus be
handled separately.

Pure Forced Convection. If the convective heat transfer coef-
ficient, h, is not assumed uniform over the length, but is instead
dependent upon diameter, as it would be for forced convection in
cross-flow, the profile will be different than that of the parabolic
prediction. For forced convection cross-flow over cylinders, the
Nusselt number, NuD, has been empirically determined �3,10� and
can be expressed as:

NuD = C Pr1/3 ReD
n �6�

The values of “C” and “n” depend on the particular domain of the
Reynolds number, ReD. The Prantdl number, Pr, involves the vis-
cosity, �, and the specific heat, cp, as well as the thermal conduc-
tivity of the fluid, kf. It should be noted that the optimal-shaped
pin fin would be expected to be very slender; that is, the longitu-
dinal diameter changes very gradually, both because of the low
convective heat transfer coefficient �where fins would be used�
and the relatively high thermal conductivity of the fin itself.
Therefore, if one were to observe just a longitudinal portion �or
subdomain� of the fin under most practical applications of an ex-
tended surface in a gas, it would appear to look very close to a
cylinder. If the convective heat transfer were to be sufficiently
high, the current approximation would have less merit, but in this
case, the fin would probably not be one dimensional any longer as
the Biot number would probably surpass accepted limits anyway.
It should also be pointed out that the experimental uncertainty in
obtaining dimensionless correlations is in many cases ±20 percent
or more, likely compensating for use in very similar but not ex-
actly identical geometries. Thus, the correlation for flow over a
cylinder is used in the current research. �It is interesting that Aziz
�7� used the same methodology, without justification, to attempt to
get at an optimal profile with a variable heat transfer coefficient
for pure forced convection only, but ended up with a transcenden-
tal equation that was solved numerically. No profile information,
which is the objective of the current research, was obtained in the
former.� Rearranging Eq. �6�,

h =
kf

D
C Pr1/3 ReD

n = kfC Pr1/3��v f

�
�n

Dn−1 = �Dn−1 �7�

Substituting �7� into �4� and solving yields the following, more
general, optimum pin fin profile:

D�x� = � �2 − n�
k

��1/�2−n�

x2/�2−n� �8�

where:

� = kfC Pr1/3��v f

�
�n

�9�

It can be seen from Eq. �8� that a concave parabolic profile would
only exist if n=1. However, for the empirical data for cross-flow
forced convection �3,10�, n�1. The optimum profile for a pin fin
of the least material will depend on the particular domain of the
Reynolds number in this case. The exponent, 2 / �2−n�, for the
power function profile, represented in Eq. �8�, is given in Table 1
for the various Reynolds number domains.

For conservative results, the Reynolds number domain should
be determined using the base diameter of the fin, Db, to compute
the Reynolds number, ReDb= �� fv fDb /� f�. From Eq. �8�, the rela-
tionship between the base diameter and fin length, L, is given by

Db = � �2 − n�
k

��1/�2−n�

L2/�2−n� �10�

If the base diameter, Db, is known, the parameters “C” and “n”
can be obtained from Table 1. The parameter � can then be com-
puted from Eq. �9�, and then the fin length, L, determined from
Eq. �10�. If the fin length, L, is known, the base diameter, Db, can
be iterated from Eq. �10� by initially guessing at a Reynolds num-
ber domain in Table 1.

As can be seen from Table 1, the optimum profile approaches a
linear profile for small values of the Reynolds numbers. It is in-
teresting that if the trends are consistent, it would appear that the
optimum profile would approach a parabolic profile for large
enough Reynolds numbers. All of these profiles may exist for
different portions of the same fin.

Pure Natural Convection. If the convective heat transfer co-
efficient, h, is not assumed uniform over the length, but is instead
dependent upon diameter, as it would also be for natural convec-
tion, the profile will again be different than parabolic. For natural
convection from horizontal cylinders, the Nusselt number, NuD
has been empirically determined �3,10� and can be expressed as:

NuD = C�Pr GrD�n �11�

The values of “C” and “n” depend on the particular domain of the
Grashof number, GrD. Also, the temperature difference in the
Grashof number is already known from Eq. �3�. Thus,

h = kC Prn��2g��w

�2 �n� x

L
�n

D3n−1 �12�

Substituting �12� into �4� and solving yields the following, more
general, optimum pin fin profile:

Fig. 1 Pin fin with concave axial profile

Table 1 Parameters related to optimum fin profile †10‡

ReD C n 2/ �2−n� � /�c

0.4–4.0 0.989 0.330 1.198 1.134
4–4.0 0.911 0.385 1.238 1.123

40–4000 0.683 0.466 1.304 1.107
4000–40,000 0.193 0.618 1.447 1.076

40,000–4000,000 0.266 0.804 1.672 1.039
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D�x� = � �2 − 3n�
�n + 2�

	�1/�2−3n�

x�n+2�/�2−3n� �13�

where:

	 = 2C Prn��2g��w

�2 �n

L−n �14�

It can be seen from Eq. �13� that a concave parabolic profile
would only exist if n= �2/7� exactly. However, for the empirical
data for natural convection �10�, n�1 in general and varies with
the Grashof number. The optimum profile for a pin fin of the least
material will thus depend upon the particular domain of the
Grashof number. The exponent, �n+2� / �2−3n�, for the power
function profile, represented by Eq. �13�, is given in Table 2 for
the various Grashof number domains.

For conservative results, the Grashof number domain should be
determined using the base diameter of the fin, Db, to compute the
Grashof number, GrDb. From Eq. �13�, the relationship between
the base diameter and fin length, L, is given by

Db = � �2 − 3n�
�n + 2�

	�1/�2−3n�

L�n+2�/�2−3n� �15�

If the base diameter, Db, is known, the parameters “C” and “n”
can be obtained from Table 2. The parameter 	 can then be com-
puted from Eq. �14�, and then the fin length, L, determined from
Eq. �15�. If the fin length, L, is known, the base diameter, Db, can
be iterated from Eq. �15� by initially guessing at a Grashof num-
ber domain in Table 2.

As can be seen from Table 2, the optimum profile approaches a
linear profile for very small values of the Grashof number. It is
interesting that it approaches a parabolic profile for a large enough
Grashof number and even exceeds the parabolic profile in the
largest domain, 107�GrD�1012.

Comparison. It would be useful to compare the material sav-
ings utilizing the current variable convective heat transfer model
with the prior model, assuming the heat transfer coefficient to be
constant. In the instance of pure forced convection, the volume
can be calculated by integrating the cross-sectional area, which
involves the square of the diameter, given by either Eq. �5� or �8�
for fixed and variable convective heat transfer coefficients, respec-
tively. The ratio of these volumes, variable to fixed, can then be
put into mathematical form, assuming the same base diameters,
where

V

Vc
= 5

�2 − n�1/2

�6 − n�
�Db

d
��1−n�/2

�16�

In the above equation, d represents the diameter that is utilized to
evaluate the constant convective heat transfer coefficient, h, for
the case of the parabolic profile, Eq. �5� �12–14�. The problem
here is that there is no archival literature available that quantifies
how best to pick this diameter and thus evaluate a “correct” con-
vective heat transfer coefficient. There are several possibilities
however: the diameter, d, can be the base diameter �Db�, the arith-
metic mean of the diameter �Db /2�, the mean value of the diam-
eter �Db /3�, the surface area mean diameter �3Db /5�, and the

volume �or mass� mean diameter �5Db /7�. For simplicity, it is
assumed for the purpose here that the Reynolds stays in a single
domain according to Table 1. In this case, the volume ratio shown
in Eq. �16� for the five different possibilities above are all above
unity. As surprising as this is at first �more material is used for the
variable heat transfer coefficient fin�, it should be noted that this is
not the entire account. The implication here is that locking the
profile into a classic parabolic will not yield a linear temperature
profile in the case where the convective heat transfer coefficient
varies over the surface. Therefore, it is almost certain that the
model of Eq. �5� is simply not an optimal profile, and although it
appears that less material is utilized, the heat transfer dissipation
is less than what is predicted by the former model. Thus, instead
of comparing volumes, it would be of more value to compare the
actual heat dissipation rate per unit volume, or what will be
termed a “material utilization factor.” Such a parameter has been
suggested recently by Kobus �15� to be that which best quantifies
material utilization. A solution can be obtained here for compara-
tive purposes by substituting Eq. �5� back into �1�, thus demand-
ing a parabolic profile, and then solving for the temperature dis-
tribution with a variable convective heat transfer coefficient. After
some rearrangement, the equation governing the temperature dis-
tribution in a parabolic spline with a variable convective heat
transfer coefficient is

x2d2�

dx2 + 4x
d�

dx
− M2� = 0 �17�

where

M = L�8L2h̄

Db
� = 2�Db

�1−n�d�n−1�

�2 − n�
�1/2

�18�

Recognizing Eq. �17� as the general form of the Euler or Cauchy
equation, a solution to this variable coefficient differential equa-
tion can be obtained by changing independent variables utilizing
appropriate mapping transformations, effectively first transform-
ing the variable coefficient differential equation to one with con-
stant coefficients, then solving. The solution to the temperature
distribution is:

��x� = �Tb − Tf�
x


Lc
�19�

where


 =
1

2
��9 + 4M�1/2 − 3� �20�

Referring to Eq. �19�, where Lc is the length of the constant heat
transfer coefficient parabolic fin, it is seen that an optimum tem-
perature profile will only be obtained for 
=1. However, no com-
bination of exponents, n, in Table 1, in combination with any of
the averaging methods mentioned above will yield such a value.
In any case, for 
=1, which is the optimum case, derivatives of
Eqs. �3� and �19� can be taken, where the quotient of the heat
dissipation rates of the variable heat transfer to the constant heat
transfer coefficient can be obtained; thus

Q̇

Q̇c

= ��2 − n�
Db

1−n

d1−n �1/2

�21�

As was done with the volume ratio earlier, it becomes clear when
calculations are performed utilizing the exponents in Table 1 that
the heat dissipation ratio in Eq. �21� is greater than unity for all of
the possible mean diameter values in combination with any expo-
nent in any of the Reynolds number domains. Dividing Eq. �21�
by �16� yields a ratio of material utilization factors between the
variable convective heat transfer coefficient fin in the current re-
search and the constant heat transfer coefficient parabolic fin of
former research; thus,

Table 2 Parameters related to optimum fin profile †10‡

GrD C n �n+2� / �2−3n�

0–10−5 �13� 0.4 0 1.000
10−10–10−2 �14� 0.675 0.058 1.127
10−2–102 �14� 1.020 0.148 1.380
102–104 �14� 0.850 0.188 1.524
104–107 �14� 0.480 0.250 1.800

107–1012 �13,14� 0.125 0.333 2.331
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�

�c
=

�6 − n�
5

�22�

Equation �22� illustrates the results of the material utilization fac-
tor comparison between the two fins. It is clearly seen that the
above equation is independent of the averaging methods in finding
the constant heat transfer coefficient for the parabolic fin in any of
the Reynolds number domains �where n�1 always�, and conse-
quently yields a net gain in material utilization for the current
variable heat transfer coefficient fin. This material utilization im-
provement is anywhere between 4% and 13.4%, depending upon
the Reynolds number domain �see the last column in Table 1 for
this number for the various domains�. More realistically, the fin in
the current research may be in several Reynolds domains simul-
taneously at different locations along the fin. However, since the
material utilization factor is improved here over that of the para-
bolic fin for any domain, it will be improved also for several
piecewise domains. In essence, however, this is a classic apples-
to-oranges comparison; that is, the former model assuming a con-
stant convective heat transfer coefficient, Eq. �5�, is missing im-
portant physics that locks the profile into a parabolic shape, which
was shown in this paper not to be correct in keeping the tempera-
ture profile linear. The comparison is thus between a true optimal
fin and one that is not, which will yield only one possible true
result: the true optimum fin utilizes material better.

Conclusions
A theoretical model has been formulated in the current research

for predicting the optimum profile of a pin fin of least material
with a variable convective heat transfer coefficient, assuming only
the classical one-dimensionality of pin fins for Bi�0.3 �9� and
�Db /L��0.1 �8�. If the convective heat transfer coefficient is as-
sumed to be uniform over the length of the fin, the model predicts
the optimum profile to be the classic parabolic profile �4�. More
realistically, however, the convective heat transfer coefficient
naturally depends on diameter for forced convection in cross-flow
and natural convection from a horizontal cylinder, thus the opti-
mum profile is a power function whose exponent is generally less
than 2. As can be seen from Tables 1 and 2, the optimum profile
approaches a linear profile for small values of the Reynolds and
Grashof numbers while approaching a parabolic profile for large
enough Reynolds and Grashof numbers. It would be interesting to
see what the optimal profile would be when the “length of arc”
assumption is not used �11� and the convective heat transfer co-
efficient is allowed to vary with diameter. This could be the focus
of more continuing research in this area.

Also, the current research was done for a single fin, rather than
an array of optimum fins for application to heat sinks. To under-

stand pin fin arrays, however, it is essential to first understand the
phenomena for just a single fin. This was the progression for
constant cross-sectional area pin fins. The application of single-fin
insight to fin array heat sinks, where thermal and hydrodynamic
bundle effects interact with many single fins, has been done before
by many researchers, most recently by Kobus and Oshio �16–18�.
The application of the insight of the current research to arrays of
optimal fins can also be the subject of future research.
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Dryout Heat Flux During Penetration
of Water Into Solidifying Rock

Michael Epstein
Fauske & Associates,
LLC, 16W070 West 83rd Street,
Burr Ridge, IL 60527

A model for the dryout heat flux during penetration of water into
solidifying rock is developed by combining steady-state one-
dimensional phase change theory with available semiempirical
equations for (i) the dryout heat flux in a porous medium and (ii)
the permeability of hot rock cooled by water. The model is in good
agreement with measurements made during the pouring of water
onto molten magma. The implication of the model with respect to
stabilizing molten-nuclear-reactor-core material by flooding from
above is discussed. �DOI: 10.1115/1.2227042�

Keywords: porous media, water ingression, solidifying rock, dry-
out heat flux

Introduction
The rate of solidification of magma �molten rock� during the

injection of water into overlying rock has been reported to be
considerably higher than would occur by conduction alone �1�.
The process has been viewed as one in which cracks develop in
the frozen roof of the magma chamber, owing to thermal contrac-
tion, which are wide enough to allow water to penetrate. In this
manner the water acts to thin the crust barrier and enhance the
solidification rate. This so-called water ingression process has
been invoked as a potential mechanism for the rapid quenching of
molten nuclear reactor core material by water flooding from above
�2�.

Lister �3� published a comprehensive one-dimensional model of
water penetration into hot but initially solid rock under the high
pressure conditions that prevail within the oceanic crust. In this
paper, Lister’s equations for the bulk permeability of cracked rock
are exploited to deal with water penetration into an initially mol-
ten, heat-generating rock-like material at low pressure, which is a
problem directly related to the question of the effectiveness of
water in rendering molten-nuclear-reactor-core material perma-
nently coolable.

Physical Model and Equations
The one-dimensional water penetration model is illustrated in

Fig. 1. The figure shows the cracking and concomitant penetration
of saturated water into a brittle crust. The cracks do not traverse
the entire thickness of the crust. There is an intact layer of crust
between a downward moving solidification front at temperature
Tmp and a cracking front at temperature Tcr. Of course rock does
not have a fixed melting point but a melting temperature range
over which the heat of solidification is liberated. Nevertheless the
sharp solidification front approximation employed here is permis-
sible since the melting range is small compared with the total
temperature decrease Tmp−Tbp. The cracking temperature Tcr is
assumed to be a known quantity. As shown in Fig. 1, the water
does not penetrate all the way to the cracking front. At some
location z=�, where z is measured upward from the solidification
front, the upward heat flux from the melt pool equals the maxi-

mum heat transfer capacity of the boiling descending water. This
maximum or “dryout” heat flux is denoted by the symbol q. Thus,
just above the solidifying boundary there is a dry region 0�z
�� through which the heat flux from the melt layer is transmitted
predominantly by conduction. The dry zone is capped by a two-
phase steam-water zone, where water boils within the cracks
caused by the contraction of the crust. The temperature of the
two-phase zone is assumed to be spatially uniform and equal to
the saturation temperature Tbp of water.

Since heat is being removed from the melt layer at the steady-
state rate q, the solidification rate will achieve a constant value.
Thus, the problem may be regarded as one belonging to the class
of problems on the conduction of heat in moving solids �4�. The
crust/melt-layer interface is assumed to be stationary and solid
material passes through the interface with velocity u equal to the
pool solidification velocity �see Fig. 1�. In the dry conduction
zone 0�z��, we have the following equation for the temperature
distribution T�z�:

u
dT

dz
= �

d2T

dz2 �1�

At the crust/melt-layer interface the temperature equals the melt-
ing point of the material, Tmp, and the conduction heat flux is
equal to the sum of the heat supplied by the latent heat of fusion
and the heat supplied by the underlying, heat-generating molten
layer. In mathematical terms, these boundary conditions are:

T�0� = Tmp �2�

− k�dT

dz
�

z=0
= hfs�u + qup �3�

where qup is the upward convective heat flux from the melt layer
to the underside of the crust �see Fig. 1� whose value may be
estimated from available correlations on free convection heat
transfer to the upper and lower boundaries of liquid layers with
volumetric energy generation �see, e.g., �5��. At z=� the tempera-
ture is fixed by the water saturation temperature, Tbp, and the
temperature gradient is proportional to the dryout heat flux; so
that,

T��� = Tbp �4�

− k�dT

dz
�

z=�

= q �5�

The solution of Eq. �1� subject to the boundary conditions given
by Eqs. �2� and �4� results in the temperature distribution

T = Tmp − �Tmp − Tbp�� exp�uz

�
� − 1

exp�u�

�
� − 1� �6�

The following explicit forms for the solidification velocity and the
thickness of the conduction zone are then obtained from Eqs. �3�,
�5�, and �6�:

u =
q − qup

��hfs + c�Tmp − Tbp��
�7�

� =
���hfs + c�Tmp − Tbp��

q − qup
· ln

hfs + c�Tmp − Tbp�
hfs + �qup/q�c�Tmp − Tbp�

�8�

Note from Eq. �7� that the melt layer solidification rate is pro-
portional to the difference between the heat flux carried away by
the upward percolation of steam and the heat flux transmitted to
the freeze boundary from the melt layer. If the melt layer is very
deep such that q�qup, a situation is reached in which water in-
gression becomes ineffective in terms of solidifying the melt. The
solidification front is prevented from propagating because the con-
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vective heat flux qup impinging on the front thins the overlying
conduction layer to a greater degree than can be accomplished
through the counterflow percolation of water and steam.

A number of theoretical and semiempirical correlations for the

dryout heat flux q in porous media of low permeability ���̃5
�10−9 m2� have been derived from Darcy’s law �6–8�. For water
at one atmosphere pressure they all essentially agree with one
another and are well represented by

q 	
hfg��� f − �g�g

2�g
�9�

The theory as it presently stands is not predictive because the
permeability of the fractured crust is unknown. Fortunately Lister
�3� has provided a semiempirical model that allows one to relate
the permeability of hot-cracked-porous-rock penetrated by water
to the temperature gradient in the conduction boundary layer
evaluated at the cracking front. By algebraically combining the
key equations in his paper one arrives at �see later�

� =

2

12
��T�Tcr − Tbp��3�−

32�N	

u�dT/dz�Tcr

�4/5

�10�

Equation �10� is based on the propagation of a polygonal crack
system and implicitly includes a crack edge stress intensity factor,
an estimate of the lateral temperature difference required to cause
sufficient tensile stress to induce cracking, and a detailed creep
analysis that relates this temperature difference to the lateral dis-
tance y between cracks �see Fig. 1�. Lister’s analysis relied
heavily on experimental data on crack propagation in quartz �9�
and on high temperature creep of dunite and peridolite �10�. He
used the data reported in �10� to show that the rock cracking
temperature Tcr is in the range 800–1000 K.

The parameter N in Eq. �10� is a constant of numerical value
N=0.1 K m1/2 when all the other parameters are expressed in
meters and degrees Kelvin; it is introduced here simply to convert
Lister’s equations, which are expressed in units of centimeters, to
units of meters. The parameter 	 corrects the crack edge stress
intensity factor for departures from one-dimensional heat conduc-
tion in the vicinity of the crack edge and for the difference in
cracking behavior between quartz and rock and is of order 2.0.
The number 32 in Eq. �10� replaces the number 16 that would be
derived directly from Lister’s model equations. The motivation for
his work was to examine the potential for water percolation in the
oceanic crust at depths of about 7.0 km and corresponding pres-
sures of about 103 atm. His calculations revealed a correlating
coefficient of unity in the creep equation that relates the lateral

�radial� temperature difference 
Tr for crack propagation to the
product 	y−1/2 �i.e., 
Tr�N	y−1/2�. As part of the present effort
Lister’s calculational procedure was repeated for atmospheric
pressure conditions and the results showed a correlation coeffi-
cient of roughly 2.0; so that,


Tr � 2.0N	y−1/2 �11�

Once � is calculated from Eq. �10�, the spacing y between
cracks and the crack diameter d may be estimated from �3�

y2 =
12�


2��T�Tcr − Tbp��3
�12�

and

d3 =
12�y


2
�13�

�Lister also wrote an energy balance at the cracking front that
led to the relation −16k 
Tr=�cu�dT /dz�Tcr

y2. The equation for �
�Eq. �10�� can be found by combining this energy balance with
Eqs. �11� and �12�.�

The temperature gradient �dT /dz�Tcr
in Eq. �10� is obtained

from the solution of the purely one-dimensional conduction equa-
tion, which for the problem treated here is given by Eq. �6�. Dif-
ferentiating Eq. �6� with respect to vertical distance z and evalu-
ating the result at T=Tcr gives �see also Eqs. �7� and �8��

�dT

dz
�

Tcr

= −
u

�
�Tmp − Tcr +

hfs

c
�� �14�

where � is defined as

� =

1 +
qup

q

c�Tmp − Tbp�
hfs

1 −
qup

q

�15�

Inserting Eq. �14� into Eq. �10� gives the permeability of the
cracked crust

� =

2

12
��T�Tcr − Tbp��3� 32�2N	

u2�Tmp − Tcr + �hfs/c��
4/5

�16�

Setting �=0 yields the permeability expression for Lister’s prob-
lem of water penetration into a semi-infinite region of hot rock. In
the present problem of a surface crust permeated by water above a
melt layer the conduction boundary layer is finite and this gives
rise to the � term.

Equation �16� gives � in terms of the as yet unknown dryout
heat flux q �via �� and unknown melt solidification velocity u. A
relationship between u and q has already been derived �Eq. �7��
and the dryout heat flux formula, Eq. �9�, provides a relationship
between q and �. Combining these equations in a manner that
eliminates � and u leads to the following nonlinear algebraic
equation for q:

q =
hfg�� f − �g�g

2�12��g

��T�Tcr

− Tbp��3�32�2N	�2�hfs + c�Tmp − Tbp��2

�q − qup�2�Tmp − Tcr + �hfs/c� �4/5

�17�

where � is the function of q given by Eq. �14�. If convection heat
transfer from the interior of the melt layer to the melt front is
negligible qup=0 and �=1.0, and Eq. �16� can be solved explicitly
for q:

Fig. 1 An Illustration of the water ingression problem. The
moving dry conduction zone lies between z=0 and z=�.
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q0 = �hfg�� f − �g�g

2�12��g

�5/13

��T�Tcr

− Tbp��15/13�32�2N	�2�hfs + c�Tmp − Tbp��2

Tmp − Tcr + hfs/c
�4/13

�18�

where q0 denotes the dryout heat flux in the absence of melt layer
convection �qup=0�.

Results and Concluding Remarks
It is of interest to make use of Eq. �18� to estimate the heat

transfer from the lava during the Heimaey eruption in Iceland in
1973 �1�. Water was poured onto the molten lava to prevent it
from reaching the town. The physical properties of rock are given
in the nomenclature list. Upon inserting these properties into Eq.
�18�, one gets q0=34.9 kW m−2 for the choice Tcr=1000 K. If the
lower end of the cracking temperature range is selected, namely
Tcr=800 K, q0=20.4 kW m−2 is predicted. The flow of 100 kg s−1

of water, applied in one place, spread over about 7�103 m2 of
lava. From this observation an upward heat flux of roughly
40 kW m−2 was inferred �1�. Considering the complexity of the
problem the agreement between either theoretical value and the
measured value of q0 is regarded as good. The remaining calcu-
lations for water penetration into lava are performed with Tcr
=1000 K.

Drill holes showed that after two weeks of watering the lava
solidification front reached a depth of approximately 12 m. Thus,
the solidification front velocity was roughly 0.01 mm s−1. The
predicted front velocity is, from Eq. �7� with qup=0, u=9.14
�10−3 mm s−1. Temperature probes inserted into the drill holes
indicated that the conduction zone, where the temperature in-
creased from 373 to 1400 K, was only a fraction of a meter thick.
This is consistent with the estimated thickness �=0.21 m obtained
from Eq. �8�. The predicted properties of the crack matrix within
the water-cooled rock are permeability �=6.81�10−11 m2, crack
separation distance y=2.63 cm, and crack diameter d=0.25 mm,
as predicted from Eqs. �16�, �12�, and �13�, respectively. The pre-
dicted intensely fractured rock is in agreement with observations
�1�. Lister �3� opined that his treatment of the cracking front may
be to rudimentary to make useful predictions. The application of
his model for � to the problem of water penetration into solidify-
ing rock suggests otherwise.

In the nuclear reactor safety application there is a significant
upward convective heat flux qup from the melt layer to the under-
side of the crust. Using known thermophysical property values for
reactor core melts, which are not very different from those of
rock, except for a higher melting point Tmp�2200 K and higher
assumed cracking temperature Tcr�2000 K, Eq. �17� was solved
for qup values from 10−2 to 100 kW m−2. The results for q were
substituted into Eq. �7� to obtain the corresponding values of u.
The predicted u vs qup and q vs qup trends are plotted in Fig. 2. An
examination of the figure reveals that, while the dryout heat flux q
ultimately increases with increasing qup, q asymptotically ap-
proaches qup after qup exceeds q0, the dryout heat flux in the
absence of melt layer convection. Accordingly, the solidification
rate decreases dramatically with increasing qup once qup exceeds
q0 �see Eq. �7� as q→qup�. If it is permissible to extrapolate List-
er’s cracking model, which is based on the data for rocks, to
solidified reactor core material, one must conclude from Fig. 2
that sustained cracking and water ingression due to crust-cooling
shrinkage is not possible under the strong convection conditions
that prevail within molten reactor core layers �qup
�200 kW m−2�. However, the values of the parameters in the
cracking theory upon which Eq. �10� is based vary from one ma-
terial to another and those for reactor core material may be sig-
nificantly different from those for rock. Thus, with regard to the
case for water penetration into solidifying reactor core material,
well-controlled laboratory experiments must be the ultimate arbi-

ter. Such experiments are presently being conducted and the
model presented here is being used to rationalize the dryout heat
flux measurements �11�.

Nomenclature
c � specific heat of crust material �rock�,

103 J kg−1 K−1

d � crack diameter
g � gravitational acceleration

hfg � latent heat of evaporation of water,
2.26�106 J kg−1

hfs � latent heat of fusion of melt layer material
�rock�, 1.4�105 J kg−1

k � thermal conductivity of crust �rock�,
2.9 W m−1 K−1

N � numerical constant in Eq. �10�, 0.1 K m1/2

q � dryout heat flux
qup � upward convective flux from melt layer
q0 � dryout heat flux when convection in the melt

layer is negligible
T � temperature �local� in crust conduction layer

Tbp � boiling point of water, 373 K
Tcr � cracking temperature for rock, 800–1000 K

Tmp � solidification temperature of melt layer mate-
rial �rock�, 1425 K

u � solidification front or cracking front velocity
y � spacing between cracks
z � vertical distance measured into crust from so-

lidification front

Greek Letters
� � thermal diffusivity of crust material �rock�, 9.0

�10−7 m2 s−1

�T � coefficient of linear expansion of crust material
�rock�, 1.5�10−5 K−1

� � parameter defined by Eq. �15�
� � thickness of conduction boundary layer or lo-

cation of dryout front

Tr � lateral temperature rise between cracks

� � permeability �bulk� of cracked crust
�g � kinematic viscosity of steam,

2.02�10−5 m2 s−1

� � density of crust material �rock�, 3200 kg m−3

� f � density of water �liquid�, 960 kg m−3

�g � density of steam, 0.6 kg m−3

Fig. 2 Solidification front velocity and dryout heat flux versus
melt layer convective heat flux for molten reactor core thermo-
physical properties but rock material creep behavior
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	 � empirical factor in Lister’s crack propagation
analysis for rock, 2.0
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An analytical solution to a composite annular fin made of a sub-
strate metallic fin and a coating layer has been carried out. Useful
expressions for calculating temperature distribution and fin effi-
ciency have been derived. Comparing the analytical results to
those of numerical calculation, the premise for the expressions is
also explored. Theoretical analyzing results show that fin effi-
ciency of a coated fin decreases with an increase of the coating
layer thickness if the thermal conductivity of coating layer is much
less than that of the substrate metallic fin. Whereas, the reverse
influence of the coating layer thickness on the fin efficiency ap-
pears if the thermal conductivity of the coating layer is beyond the
above range. �DOI: 10.1115/1.2227043�

Keywords: fin efficiency, composite annular fin, effect of coating
layer thickness

1 Introduction
Being extended surfaces, fins are commonly attached to solid

surfaces for the purpose of increasing heat transfer between solid
surfaces and ambient fluids. From the viewpoint of heat transfer
enhancement, fins are especially advantageous for surface heat-
exchange with gases �1�. Consequently there are a number of uses
for extended surfaces in practical applications such as HVAC
equipment, electronic cooling apparatus, and internal-combustion
engines. Usually conventional fins are made from metals or alloys
to take advantage of their high thermal conductivity. Recently, the
fin surface is treated specially and different kinds of composite fin
are manufactured to satisfy some special requirements. Here, a
composite fin is defined as a fin composed of a primary fin of
metallic material �substrate� and a layer of another material coated
on the substrate fin surface. In dehumidifying heat exchangers, a
multilayer coating is employed, for which the bottom layer is an
anti-corrosion treatment and the upper layer is a hydrophilic coat-
ing to reduce the airside pressure drop in wetting condition �2�.
Composite fins can also be found in a galvanized steel heat ex-
changer whose finned tube is made from carbon steel and is
coated with zinc to intensify its heat transfer performance �3�.
Adsorbent plays an important role in adsorption heat pump sys-

tems and dehumidifying devices. As all the commercial adsorbent
material such as silica gel, activated carbon, and zeolite have a
very low thermal conductivity that is not more than 0.5 W/mK,
the global heat transfer coefficient of such devices is limited se-
verely. In order to accelerate the adsorption process that is a com-
bination of heat and mass transfer process, a novel type of heat
exchanger whose fins and tubes are coated by adsorbent and
binder mixtures is being developed. Such kinds of heat exchanger
are reported in the literature �4,5�.

Fin efficiency is an index evaluating the effect of extended
surfaces on heat transfer performance. Concerning its calculation
for composite fins, various studies have been carried out. Most of
them are about longitudinal fins of rectangular profile for their
relatively simple geometric shape. Only two articles concerning
composite annular fins are available in the literature so far �3,6�.
In Ref. �3�, the authors established an analytical solution to the fin
efficiency of annular fins made of two materials. It was found that
a zinc coating layer could considerably increase the efficiency of a
galvanized fin. However, there is no mention about the premise of
the analysis process �3�. Basing on statistical theory, Campo �6�
proposed a simple quasi-one-dimensional model for annular fins
and demonstrated that his result based on the arithmetic spatial
mean of the thermal conductivities coincided perfectly with the
result in Ref. �3�. However, the reported results were confined to
the coating material with relatively high thermal conductivity.

Basing on the above, the existed formula for calculating tem-
perature distribution and fin efficiency of coated annular fin is
limited. This work is motivated by a desire to develop a general
formula. Meanwhile, clarifying quantitatively the effect of the
coating layer thickness is our central goal.

2 Theoretical Analyzing
The basic geometry of an annular fin considered in this paper is

a circular fin of rectangular profile and shown in Fig. 1. The
composite fin consists of two layers of different materials, which
have different thermal physical properties according to detailed
applications as mentioned above. In the y-direction along the fin
thickness, the coating layer with a thermal conductivity of k2 and
a thickness of � is above the substrate metallic fin whose thermal
conductivity is k1 and thickness is tf. Both of them have the same
geometric parameter in the r-direction along the fin length that are
inner radius rb on the fin base and radius re on the fin tip. The ratio
of re to rb is designated as radius ratio �. The normal geometric
parameters for a bare annular fin proper to heat exchanger envi-
ronments are shown below. Radius rb takes values from rb=5 to
15 mm. Radius ratio � is from 1.5 to 3.0. Fin thickness tf varies
from 0.1 to 1 mm. The heat transfer coefficient between the fin
surface and the ambient fluid h is usually constrained from 20 to
100 W/m2 K. The transverse thermal resistance of the bare me-
tallic fin in the y-direction is expressed as t /k1, and as it is so
small that the temperature gradient occurs in the radial direction
predominantly for the above parametric spectrum �7�. Then the
composite annular fin can be simplified as a two-dimensional
coating layer on a one-dimensional metallic annular fin. The
present approach is constrained according to Murray-Gardner as-
sumptions �8� and the thermal contact resistance between the coat-
ing layer and the metallic fin is neglected. Therefore, the steady
heat conduction energy equations of substrate metallic fin and that
of coating layer are described as Eqs. �1� and �2�

k1t�d2�1

dr2 +
1

r

d�1

dr
� + �k2

��2

�y
�

y=0

= 0 �1�

�2�2

�y2 +
�2�2

�r2 +
1

r

��2

�r
= 0 �2�

where � is dimensionless temperature defined as �= �T−Tg� / �Tb

−Tg�. The dimensionless temperature of the substrate fin is �1 and
its independent variable is r. While, that for the coating layer is �2
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and it has two independent variables that are r and y.
Equations �1� and �2� are subject to the following boundary

conditions at such locations as the fin base, the fin tip, the inter-
face between two materials, and the composite fin surface, de-
scribed in Eqs. �3�–�6�, respectively

r = rb �1 = 1 �2�rb,y� = 1 �3�

r = re
d�1

dr
= 0

��2

�r
= 0 �4�

y = 0 �1�r� = �2�r,0� �5�

y = �
��2

�y
= −

h

k2
�2 �6�

Setting �2�r ,y�=R�r�Y�y� and utilizing the usual method of sepa-
ration of variables R�r� and Y�y�, we can obtain Eqs. �7� and �8�.
Here m is the fin parameter

d2Y�y�
dy2 + m2Y�y� = 0 �7�

d2R�r�
dr2 +

1

r

dR�r�
dr

− m2R�r� = 0 �8�

Then we are able to give the general solutions to the above equa-
tions as follows

R�r� = c1I0�mr� + c2K0�mr� �9�

Y�y� = c3 cos�my� + c4 sin�my� �10�

�2�r,y� = �c1I0�mr� + c2K0�mr���c3 cos�my� + c4 sin�my��
�11�

Here, c1–c4 are integration variables; I0 and K0 are the modified
Bessel functions of the first and second kind with order 0. Accord-
ing to boundary condition Eq. �5�, substituting �1�r� with �2�r ,y�
in Eq. �1� and separating the variables, Eq. �12� is introduced for
y=0

Y�y��d2R�r�
dr2 +

1

r

dR�r�
dr

	 +
k2

k1t
R�r�

dY�y�
dy

= 0 for y = 0

�12�
Inserting Eq. �8� into Eq. �12�, we can get the following expres-
sion

dY�y�
dy

+
m2k1t

k2
Y�y� = 0 for y = 0 �13�

The relation between c4 and c3 described in Eq. �14� is achieved
by combining Eq. �10� with Eq. �13�

c4 =
− mk1t

k2
c3 �14�

Together with Eq. �9�, boundary condition of Eq. �4� for �2�r ,y�
gives

c2 =
I1�mre�
K1�mre�

c1 �15�

Inserting Eqs. �14� and �15� into Eq. �11� and replacing
c3c4 /K1�mre� with coefficient c, the temperature distribution in
the coating layer can be given below

�2�r,y� = c�I0�mr�K1�mre�

+ K0�mr�I1�mre���cos�my� −
mk1t

k2
sin�my�	 �16�

Coefficient c can be obtained utilizing the boundary condition Eq.
�3� for �2�r ,y� with the consideration that Y�y� is unity at the fin
base

c =
1

I0�mrb�K1�mre� + K0�mrb�I1�mre�
�17�

Finally, we are able to give the expression calculating the coating
layer temperature

�2�r,y� = �cos�my� −
mk1t

k2
sin�my�	

�
I0�mr�K1�mre� + K0�mr�I1�mre�

I0�mrb�K1�mre� + K0�mrb�I1�mre�
�18�

Here it is not difficult to solve the deviation equation �1� with
combination of its boundary conditions Eqs. �3� and �4� for �1�r�

�1�r� =
I0�mr�K1�mre� + K0�mr�I1�mre�

I0�mrb�K1�mre� + K0�mrb�I1�mre�
�19�

Then the relationship between �2�r ,y� and �1�r� can be expressed
as next

�2�r,y� = �cos�my� −
mk1t

k2
sin�my�	�1�r� �20�

Applying Eq. �6� the boundary condition at the composite fin
surface, the implicit expression Eq. �21� in m� is obtained. Ex-
panding tan�m�� into series and reserving the terms that are not
higher than order 3, we can get the expression for fin parameter m

tan�m�� =
hk2 − m2k1k2t

mk2
2 + hmk1t

�21�

m 
� hk2

�k2
2 + �hk1t + k1k2t

�22�

Shown in Eq. �23�, fin efficiency is defined as the ratio of the
total heat dissipated by the fin to that which would be dissipated if
the entire fin surface were at the fin base temperature Tb �1�

� =

�
rb

re

2�r�2�r,��hdr

��re
2 − rb

2�h
�23�

Integrating temperature �2�r ,�� along radial direction finally give
us the expression calculating the fin efficiency of a composite
annular fin

Fig. 1 Schematic view of a composite annular fin
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� = �cos�m�� −
mk1t

k2
sin�m��	

�
2rb

m�re
2 − rb

2�
I1�mre�K1�mrb� − I1�mrb�K1�mre�
I1�mre�K0�mrb� + I0�mrb�K1�mre�

�24�

It is noteworthy that for the uncoated fin, �=0 makes Eqs. �22�
and �24� be reduced to the well-known fin parameter m1=�h /k1t
and the formula of fin efficiency for single annular fin �1�.

3 Numerical Calculation
In order to evaluate the accuracy of the above analysis solution,

we also accomplished the numerical calculation. The steady heat
conduction energy equation of a composite annular fin and the
boundary conditions are as follows

�2�

�y2 +
�2�

�r2 +
1

r

��

�r
= 0 �25�

r = rb � = 1; r = re

��

�r
= 0

y = 0
��

�y
= 0; y = t + �

��

�y
= −

h

k2
� �26�

Here the temperature of both the metallic substrate fin and the
coating layer are designed as � and considered two dimensionally.
Note that the original point of coordinate y starts from the sym-
metry of the substrate fin in the y-direction that differs from the
analytical model shown in Fig. 1. The traditional control-volume
method �9� was adopted and the calculation was continued until
the relative variation of temperature was less than 10−7.

The comparison between the analytical solutions to the numeri-
cal calculation results is illustrated in Fig. 2. It is the graph of the
fin efficiency plotted against the coating layer thickness for the
given parametric conditions, among them k2 equals to 0.2 W/mK
that is much less than k1=204 W/mK. Here �a stands for the fin
efficiency from the analytical solution, �n stands for that from the
numerical solution, and �1 stands for the uncoated bare substrate
fin. As shown in Fig. 2, if the coating layer is relatively thin, the
analytical results agree very well with those of the numerical cal-
culation. However, deviation between �n and �a is observed for a
relatively thick coating layer. This is caused by the approximation
of the analytical solution. Furthermore, we studied numerous
cases and found that the relative deviation is not more than 5% if
the Bi number �10� is less than 1.0, i.e.

Bi =
h�

k2
�1 +

t/k1

�/k2
� �27�

�a − �n
�n

� 5 % if Bi � 1.0 �28�

4 Effect of the Coating Layer Thickness
Zinc and frost whose thermal conductivity are quite different

from each other may show a reverse trend concerning the influ-
ence of the coating layer thickness on fin efficiency and this intu-
ition drove us to be particularly interested in revealing it in more
detail. Comparing Eq. �24� with the formula of fin efficiency for a
single annular fin gives

� = �cos�m�� −
mk1t

k2
sin�m��	�m �29�

Here �m is the fin efficiency analogized to a single fin and its
expression is the following

�m =
2rb

m�re
2 − rb

2�
I1�mre�K1�mrb� − I1�mrb�K1�mre�
I1�mre�K0�mrb� + I0�mrb�K1�mre�

�30�

Notice that the above fin parameter keeps the same meaning as
that of composite fin defined in Eq. �22�. Combining with Eq. �22�
and expanding cos�m��− �mk1t /k2�sin�m�� into series in terms of
�, then neglecting the terms whose order are higher than 2, we can
get the following approximation

cos�m�� −
mk1t

k2
sin�m�� 
 1 −

h

k2
� �31�

Then we are able to introduce another kind of expression for fin
efficiency

� 
 �1 −
h

k2
�	�m �32�

Consequently the expression of temperature Eq. �20� can be sim-
plified

�2�r,y� 
 �1 −
h

k2
y��1�r� �33�

It demonstrates that the fin efficiency of the composite fin is
smaller than that of the analogized single fin in the case that they
have the same fin parameter m. If the fin is an uncoated single fin,
it is well known that an increase in the fin thickness contributes to
a higher fin efficiency �1�. Hence, we can draw the same conclu-
sion for the analogized single fin. That is fin efficiency �m in-
creases if the coating layer thickness � rises up. While, fin effi-
ciency � is decided by the combination of k2, �, h, and �m
according to Eq. �32�, and the relationship among them is quite
complex.

4.1 If k2 is Much Less Than k1. A hydrophilic coating
evaporator, a frosted or fouled heat exchanger, and an adsorber
with adsorbent coated on a metal surface all employ this kind of
composite fin whose k2 is much less than k1. According to Eqs.
�32� and �33�, the following relations are derived

� � �m

�2�r,y� � �1�r� �34�

Due to the transverse thermal resistance represented by y /k2, the
temperature descends along the transverse direction in the coating
layer. As a result, the temperature of the coating layer surface is
much less than that of the substrate fin for a relatively thick coat-
ing. The above temperature profile probably yields a smaller fin
efficiency of the composite fin. If the coating layer thickness in-
creases, the item 1− �h /k2�� decreases abruptly for a very small

Fig. 2 Comparison of analytical solutions to numerical calcu-
lation results
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k2. While, as mentioned above, the fin efficiency �m increases
gradually. Because variation gradient of �m with � is smaller than
that of 1− �h /k2��, their combining effects cause the composite fin
efficiency decrease as shown in Fig. 2. As can be seen, the thicker
the coating, the less efficient the composite fin.

4.2 In the Case That k2 is Near to k1 or k2 is Greater Than
k1. A galvanized steel fin is a good example of the case that k2 is
greater than k1. We can rewrite the expression of fin parameter
according to Eq. �22�

m =� h

k1t + ��k2 +
htk1

k2
� �35�

In the practical parametric range proper to heat exchanger, the
term htk1 /k2 is much less than that of k2, and it can be neglected

m 
� h

k1t + k2�
�36�

Then we can rearrange the above denominator as follows

k1t + k2� = � k1t

t + �
+

k2�

t + �
��t + �� = k̄�t + �� �37�

Here k̄ is defined as the equivalent thermal conductivity and it is
the arithmetic spatial mean of k1 and k2 �6�. Then fin parameter

can be expressed basing on k̄

m̄ =� h

k̄�t + ��
�38�

Meanwhile, as the term �h /k2�� is almost equal to zero for a big
k2, the expressions concerning temperature distribution and fin
efficiency can be simplified

�2�r,y� 
 �1�r� �39�

� 

2rb

m̄�re
2 − rb

2�
I1�m̄re�K1�m̄rb� − I1�m̄rb�K1�m̄re�
I1�m̄re�K0�m̄rb� + I0�m̄rb�K1�m̄re�

�40�

The above expressions indicate that the temperature distribution
of the coating layer has almost no variation in the y-direction and
it is similar to that of the substrate fin. This relation indicates that
the transverse thermal resistance of the coating layer is so small
that it can be neglected. Moreover, the composite fin that consists
of different materials can be considered as a single fin with a

equivalent thermal conductivity k̄ and a thickness t+�. Therefore,
a thicker coating layer introduces a smaller fin parameter and
leads to a more uniform temperature distribution in the
r-direction. Then higher fin efficiency can be gained. Hence, in
this case, the coating treatment on the fin surface enhances heat
transfer from the fin.

5 Conclusions
We analyzed the temperature profile and fin efficiency of a

composite annular fin made of a substrate metallic fin and a coat-
ing layer. Our work provides general applicability and leads to the
following conclusions.

�1� If Bi is less than 1.0, the analytical solution with the
assumption that a composite fin is considered as a two-
dimensional coating layer on a one-dimensional sub-
strate metallic fin is effective enough. The expressions
concerning temperature distribution and fin efficiency
have been derived.

�2� Fin efficiency decreases with an increase of the coating
layer thickness if the thermal conductivity of the coating
layer is much less than that of the substrate metallic fin.

On the contrary, the heat transfer performance will be
intensified with the coating treatment on the substrate
metallic fin surface if the thermal conductivity of the
coating layer is beyond the above range.

Nomenclature
Bi 	 Biot number, as defined in Eq. �27�
c 	 coefficient defined in Eq. �16�

c1, c2, c3, c4 	 integration variable
h 	 convective heat transfer coefficient �W/m2K�
In 	 modified Bessel function of the first kind and

of order n
Kn 	 modified Bessel function of the second kind

and of order n
k 	 thermal conductivity �W/mK�
k̄ 	 equivalent thermal conductivity �W/mK�, k̄

=k1t / �t+��+k2� / �t+��
m 	 fin parameter �m−1�
m̄ 	 fin parameter based on equivalent thermal con-

ductivity �m−1�
r 	 radial distance �m�
R 	 function of r
t 	 semi-thickness of substrate metallic fin �m�

tf 	 substrate metallic fin thickness �m�
T 	 temperature �K�

Tg 	 ambient fluid temperature �K�
y 	 axial distance �m�
Y 	 function of y

Greek Symbols
� 	 coating layer thickness �m�
� 	 fin efficiency

�m 	 fin efficiency analogized to a single fin, as de-
fined in Eq. �30�

� 	 dimensionless temperature, �= �T−Tg� / �Tb−Tg�
� 	 radius ratio, �=re /rb

Subscripts
1 	 substrate metallic fin
2 	 coating layer
a 	 result of analytical solution
b 	 base of the fin
e 	 extremity of the fin
n 	 result of numerical solution
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In this paper the authors present the experimental results of the
effects of tip clearance on the thermal and hydrodynamic perfor-
mance of a shrouded pin fin array. The authors have employed the
most modern experimental techniques to obtain their results. This
is indeed an excellent experimental work. The authors refer to two
cases of existing similar experimental work, where pin fins have
been used for cooling purposes: �a� cooling of turbine’s blades in
aircraft engines and �b� cooling of electronic equipment. A com-
prehensive discussion with regard of turbines’ experiments, it can
be found in the recent book by Han et al. �1�. On the other hand,
the authors’ work can be useful to manufacturers that produce
ready made electronic coolers found in the market as CF-512,
BF-02, etc.

Experimental endeavors are costly and time consuming, while
analytical solutions of extended surface heat transfer requires only
mathematical skills. Most of the analytical results have been ob-
tained, assuming the surface heat transfer coefficient constant. In
this respect the heat transfer community is indebted to experimen-
talists for providing valuable information that can be used to ob-
tain more realistic mathematical results. However, experimental-
ists often, as in the present case, have to use analytically obtained
results. For example, the authors employed mathematical results
obtained previously by Kraus and Bar-Cohen, authors’ Ref. �20�.1

It is also apparent that rudimentary theoretical background of fin

analysis is a prerequisite for any experimental endeavor, for de-
signing an experiment. Therefore, there is a blend between experi-
ment and analysis.

In the following, discussion we offer some suggestions that
might help the authors, and for the sake of the readers, to improve
the representation of their results. These comments refer: to the
authors’ mathematical expressions �Eqs. �9�–�12��, and to evalua-
tion of the pin fins’ performance �fin efficiency�.

It is of vital importance in any fin analysis to define the param-
eters that characterize the problem. For a single spine, there are
three parameters, having definite physical significance, similar to
those commonly used dimensionless numbers in other fields, e.g.,
Reynolds, Nusselt, Sherwood, etc. These dimensionless numbers
are usually formed from the geometry and other given physical
quantities. In the present case we have: the thermal conductivity k
of the fin’s material, and heat transfer coefficient h. Note, that
since the purpose of authors’ experiments is to determine experi-

mentally h, one can use either h̄ or the authors’ h100, but for the
moment we will simply call it h. The fins geometry is character-
ized by its height H, and the base and tip’s diameters Dew and DT.
The first parameter introduced is the ratio �, which is equal to the
ratio of the two diameters �=DT /Dew=rT /rew. The other two are

u2 = �H/rew�2�hrewDew/k� = �H/rew�Bi �1�

Bi = hDew/k �2�

The parameter u2=hH / �krew /H� represents the ratio of
convection/conduction energy, and the second is the well known
Biot Number, that represents the ratio of the internal to the exter-
nal thermal resistances. It has been shown �2–5� that in any pin fin
analysis, the parameters u and Bi1/2 should represent the dimen-
sional height and base semithickness of the pin fin, respectively. It
is worth noticing that using u as dimensionless height of a fin is
nothing new. For example, Gardner’s �6� efficiency graphs, ap-
pearing in all the textbooks and handbooks, are plotted versus u.
Also, as shown in Ref. 2, the pin’s dimensionless heat dissipation
it is also plotted versus u. Also, the Biot number, Bi, �actually it
should have been Bi1/2�, has been extensively used, either to de-
rive the criteria, which will guarantee the fin will not introduce
any insulating effect, Schneider �7,2�, Kraus et al. �8�, or to derive
the criteria for the validity of the one-dimensional approach by
Irey �9�, �cylindrical pin fins�, �2�, and Lau and Tan �10�. Irey,
Law and Tan, and all the authors on fin analysis found in the heat
transfer literature, instead of u are using the ratio H /D, or H /w,
where w is the base thickness.

For some technical reasons the authors use trapezoidal instead
of cylindrical profile pins, which introduces the additional param-
eter �. In fact, the authors pin fins are nearly cylindrical, because
the values of � are: �=0.9175, 0.8750, 0.8325, and their average
values are: �ave=0.9583, 0.9375, and 0.9183. I believe that with
these values � their calculated results would have not been any
different, if the authors had employed instead the pertinent equa-
tions for the cylindrical spines, given below. In addition, on the
author’s page 1003, there is no reference for the definition of

1In the following I will refer to the author’s Ref. �20� as K-B.
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NAL OF HEAT TRANSFER. Manuscript received February 15, 2005; final manuscript
received June 18, 2005. Review conducted by Vijay Dhir.

Journal of Heat Transfer AUGUST 2006, Vol. 128 / 855Copyright © 2006 by ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



efficiency, which is different from the one defined by Gardner �6�,
while from their Eq. �10� one can see that by definition

� =
�̄

�ew
�3�

where, in the foregoing equation, the numerator is the space av-
erage dimensionless temperature.

Let us now discuss Eqs. �11�, �12a�, �12b� that were derived by
K-B. In spines and longitudinal fins analysis it is advantageous to
locate the origin of the coordinate, x=0, at the tip of the fin.
However, symbol b, in their nomenclature, that represents the dis-
tance between the tip and the base of the fin, is not correct. As is
shown in the Fig. 3.10 of K-B, b symbolizes the distance between
a fictitious tip, �determined by ��, and the base of the fin, while
the symbol a, �that does not appear in the author’s nomenclature
but only in the pertinent equations�, represents the distance from
the fictitious tip to the tip of pin. Therefore, the distance b depends
on the parameter �, while a=b-H. Thus, the extremely compli-
cated expression for the dimensionless temperature, Eq. �3.73� in
K-B, involves the distances the b and a, instead of the given
parameters H and �. All of this enormously complicated formula-
tion by K-B could have been circumvented if one selects the real
tip to be the origin of coordinates, �0�x�H�. For this particular
case, the pertinent equations, given below, are taken from Ref. 4.

The profile of the fin and the dimensionless temperature are as
follows

z = � + �1 − ��� � = x/H �4�

The dimensionless temperature, defined as �=T / T̄fl, where T̄fl is
the average fluid temperature both measured above thee ambient
temperature, is equal to

� = �1

z
�1/2

�C1I1�2pz1/2� + C2K1�2pz1/2�� p = u/�1 − �� �5�

The foregoing equations show that the dimensionless temperature
�=��� ,u ,��, while for a given u is a function of � and �, with
z�0�=�, and z�1�=1. Note that integrating Eq. �4� from 0 to 1, we
obtain the average fin diameter, Dave=Dend �1+�� /2, thus
0.9163�zave�1. In order to obtain the dimensionless tempera-
ture, �x, the authors use Eqs. �11�, �12a�, �12b�, �Eq. �3.73� in
K-B�. However, the K-B dimensionless temperature has been ob-
tained using constant h, and initial conditions �I think they mean
boundary conditions� of Q�x=b�=Qpf, and ��x=b�=�ew. How-
ever, the temperature is not specified at x=b. I believe that a more
reasonable boundary condition would have been to consider an
adiabatic tip, Q�x=b�=0. For example, when the authors’ param-
eter C=0, the top plate is adiabatic, while the authors also never
considered the heat transfer from the tip, their Eq. �10�. This new
boundary condition would have simplified the equations consider-
ably, especially the expression for the heat dissipation �see Ref. 5�.
Now, the boundary conditions that accompany �5� are Q�u�=Qpf,
and �d� /dx�x=0=0. We may now observe that, because the values

of �, are nearly one, which result in very large values of the
parameter p=u / �1−��, it would have been be justified to use for
their calculations the following much simpler expression for cy-
lindrical spines

� = B
cosh�	�
cosh�u�

, 	 = u 
 �x/H� �6�

In the foregoing equation the symbol B is equal to B
= �k2Qpf /�h Bi3/2�en�.

Finally, it is necessary for those who are in involved in any fin
analysis or experiment endeavor, at the end they should always
compare the heat transferred by the fin, to the heat that would
have been transferred from the fin’s base area in the absence of the
fin. This ratio was introduced by Gardner �6�, as fin effectiveness.
The later could be calculated using the average heat transfer co-
efficient determined experimentally, and the results will be on the
conservative side, because in the bare surface, where the heat
transfer coefficient can be easily determined from known formu-
las, would be larger. It has been also shown in Refs. 2 and 3 that,
for straight fins and spines the effectiveness is equal to 1/�Bi,
which poses restrictions on the values of Bi, that was neglected by
the authors.

I may suggest further, that the authors extend their experimental
work to the following two other important problems. The first one
is the case where fins are used in heat exchangers, and the second
the in arrays of fins. Notice that the boundary conditions in the
first are constant temperature and insulated tip, and in the second
the temperatures are specified. With regard of the second problem
that authors should consult �11�.

I hope these comments will help the authors to improve the
presentation and to design their new experiments.
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The authors would like to express their appreciation to Dr. Ra-
zelos for his interest and thoughtful comments regarding their
work. The arguments that he presents in Ref. �2� for the use of
dimensionless parameters u and Bi1/2 to represent the dimensional
geometry of the pins are compelling and will be closely consid-
ered in future studies. However, the authors believe that the form
of their experimental results as originally presented is reasonable,
given that their intent was to investigate the little considered effect
of tip clearance and to put those results into the context of other
pin fin array studies. As noted by Dr. Razelos, the use of H /D in
the authors’ work is consistent with that used in a preponderance
of fin array analysis and characterization studies in the literature.

The contention that a simpler model of the pin efficiency and

temperature profile may have sufficed is well taken. While more
rigorous, the treatment of Kraus and Bar-Cohen �20� most likely
did not produce a substantially different result compared with that,
which would have been obtained using the simpler expressions of
cylindrical fins and assuming averaged dimensions. While the co-
ordinate system of Ref. �20� was applied correctly in our work,
the authors regret that the definition of the variable b, as Dr. Ra-
zelos properly points out, is misleading as defined in the nomen-
clature, particularly if the reader is not acquainted with the coor-
dinate system employed by Kraus and Bar-Cohen. In future work,
the authors will revisit the use of simpler treatments as well as that
for tapered fins described in Ref. �4� with the intent of putting the
results into a more accessible form.

With respect to the comments concerning the equations used to
define fin efficiency and thermal profile, Eq. �10� is equivalent to
a one-dimensional form defined by Gardener �6� in which the
surface area of the fin is replaced with its height. As a result, heat
transfer from the tip of the pins was not explicitly considered in
the calculation of fin efficiency. It may be possible to include this
in the form of a modified height.

Equations �11�, �12a�, and �12b�, as correctly noted, were de-
rived assuming a specified pin base heat flow �Qx=b� and dimen-
sionless base temperature ��x=b�. However, contrary to the asser-
tion that �x=b is not specified, it was in fact considered to be
known based on the use of average endwall temperature measure-
ments, which were taken to represent an effective value for the
entire array, just as Qx=b and h were assumed to be uniform across
the plate. The authors would also dispute the recommendation that
the more customary adiabatic tip condition be adopted in the for-
mation of the dimensionless temperature profile. Since heat trans-
fer from the tips of the pins was present in all but the case of C
=0, and its very presence was the primary point of interest in this
study, such an assumption would seem counterproductive. Equa-
tions �11�, �12a�, and �12b� on the other hand, do not preclude
heat transfer from the tip. Finally, while the authors did not ex-
plicitly state the range of Biot number considered, for the full
range of H /D and Re reported, 0.31��Bi�0.97, where Bi
= �hAw��Dew� /kfin. The authors would again like to thank Dr. Ra-
zelos for his constructive remarks and suggestions.

Note: Equation E1 in Dr. Razelos’ discussion appears to be in
error as the middle term is not dimensionless.
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Erratum: “Thermal Resistance of Nanowire-Plane Interfaces”
†Journal of Heat Transfer, 2005, 127„6…, pp. 664–668‡

V. Bahadur, J. Xu, Y. Liu, and T. S. Fisher

�1� Page 665: The line above Eq. �10� should read “Here, Em is the inverse of the effective modulus and is defined as.”
�2� Page 667: In the Nomenclature list for the fourth symbol, i.e., Em, the text explaining the symbol should read “Inverse of

effective modulus of elasticity for nanowire substrate combination, m2 /N.”
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